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Abstract

We present a novel approach to integrating scientific
knowledge into generative models, enhancing their real-
ism and consistency in image synthesis. First, we intro-
duce Science-T2I, an expert-annotated adversarial dataset
comprising adversarial 20k image pairs with 9k prompts,
covering wide distinct scientific knowledge categories.
Leveraging Science-T2I, we present SciScore, an end-to-
end reward model that refines the assessment of generated
images based on scientific knowledge, which is achieved
by augmenting both the scientific comprehension and vi-
sual capabilities of pre-trained CLIP model. Additionally,
based on Science-T2I, we propose a two-stage training
framework, comprising a supervised fine-tuning phase and
a masked online fine-tuning phase, to incorporate scientific
knowledge into existing generative models. Through com-
prehensive experiments, we demonstrate the effectiveness
of our framework in establishing new standards for eval-
uating the scientific realism of generated content. Specifi-
cally, SciScore attains performance comparable to human-
level, demonstrating a 5% improvement similar to evalu-
ations conducted by experienced human evaluators. Fur-
thermore, by applying our proposed fine-tuning method to
FLUX, we achieve a performance enhancement exceeding
50% on SciScore.

1. Introduction

The quest to conceptualize the visual world and construct
real world simulators has been a longstanding endeavor in
the computer vision community [7, 15, 17, 26, 60, 61]. As
articulated by [9], “The goal of image synthesis is to cre-
ate, using the computer, a visual experience that is iden-
tical to what a viewer would experience when viewing a
real environment.” In alignment with this vision, recent ad-
vances in generative modeling have notably improved the
performance of image synthesis [43, 47, 49]. While these
advancements enable the generation of higher resolution,
more aesthetically pleasing images with superior Frechet

Inception Distance (FID) scores [1, 3, 43, 58], these mod-
els often produce superficial imitations rather than authentic
representations of the real visual world [4, 16, 39, 40]. This
limitation often arises from an inadequate understanding of
the underlying scientific principles of realism, as demon-
strated in the lower row of FLUX [1] generated images in
Figure 1. Consequently, the images generated tend to mir-
ror imaginative constructs, resulting in a noticeable gap be-
tween these creations and the tangible reality we inhabit.

This paper integrates scientific knowledge into image
synthesis to bridge the gap between imagination and re-
alism. We introduce Science-T2I, a comprehensive and
expert-annotated dataset comprising over 20k image pairs
and 9k prompts that span diverse fields such as physics,
chemistry, and biology, and cover 16 unique scientific phe-
nomena. Each data pair is collected in an adversarial setup,
consisting of one image that accurately aligns with reality
and another that does not, thereby facilitating preference
modeling. To ensure quality and accuracy, all data were re-
viewed by human experts whose assessments were based on
their professional expertise and consultation of an extensive
knowledge base.

Leveraging Science-T2I, we further present SciScore,
an end-to-end reward model infused with diverse expert-
level scientific knowledge, designed to evaluate generated
images as a science teacher would. Our results demonstrate
that SciScore outperforms complex, prompt-engineering-
reliant large multimodal models (LMMs) such as GPT-4o.
Compared to GPT-4o, SciScore excels in capturing fine-
grained visual details that LMMs often neglect as in Fig-
ure 1, and functions as a comprehensive end-to-end reward
model – eliminating the dependence on language-guided in-
ference processes, which can may fail due to hallucinations.

Utilizing SciScore, we introduce a two-stage train-
ing methodology to develop an enhanced image synthesis
model that conform to the realist with world knowledge.
Specifically, we begin with supervised fine-tuning (SFT)
on FLUX.1[dev][1] using Science-T2I. This initial phase is
subsequently followed by an additional stage of online fine-
tuning, where SciScore functions as the reward model and
employs a masking strategy to improve the performance.
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GPT-4o:       is reality SCIScore:       is reality

⚛ Physics 🌳 Biology 🧪 Chemistry

Figure 1. Comparison between GPT-4o and SciScore. Given a prompt (in grey) requiring scientific knowledge, FLUX [1] model
generates imaginary images (lower row) that are far from reality (upper row). LMMs such as GPT-4o [2] fail to distinguish which image
aligns better with reality. In contrast, our end-to-end reward model SciScore can successfully do the task. Notice that the prompts here are
summarization of the real prompts that we used for illustration purposes.

Our main contributions are summarized as follows:
• We introduce Science-T2I of over 9,000 prompts and

20,000 image pairs, annotated by experts to reflect reality,
enabling the training of a language-guided reward model
for text-to-image alignment with scientific knowledge.

• We propose an optimization strategy using the reward
model SciScore to enhance diffusion-based generative
models, showing improved alignment of generated im-
ages with reality on a quantitative benchmark.

• Extensive experiments show that our method outperforms
the baseline by over 50%, marking a significant advance-
ment in grounding the model in real-world scenarios.

2. Related Works
2.1. Physics Modeling in Generative Models
Integrating physical laws into generative models has be-
come a vital area of research to enhance the realism and
consistency of generated data across various domains, in-
cluding image synthesis [35, 40], video generation [4, 6,
27, 39], and 3D modeling [19]. PhyBench [40] is a pi-
oneering work that explores the incorporation of physi-
cal knowledge into current text-to-image (T2I) models by
providing a comprehensive dataset designed to test physi-
cal commonsense across various domains. In the realm of
text-to-video (T2V) models, benchmarks like VideoPhy [4]
and PhyGenBench [39] evaluate whether current generative

models can accurately simulate physical commonsense in
real-world scenarios involving various material interactions.
PhysComp [19] advances single-image 3D reconstruction
by decomposing geometry into mechanical properties and
enforcing static equilibrium. Our work differs by designing
tasks as reasoning challenges, requiring models to under-
stand and apply physical laws to generate accurate outputs.
This approach pushes the boundaries of physical knowledge
integration in generative models by emphasizing implicit
reasoning over explicit description.

2.2. RL in Diffusion Models
Reinforcement learning (RL) has been effectively applied in
diffusion models to enhance sample quality. For instance,
VersaT2I [18] and DreamSync [51] simply use reject sam-
pling. ReNO [13] focus on adapting a diffusion model dur-
ing inference by purely optimizing the initial latent noise
using a differentiable objective. Some other works [54, 59]
leverages DPO [46] as optimization strategies. Our work
differs by introducing a novel reward function that lever-
ages physical commonsense to guide the diffusion process,
ensuring the generated samples are physically plausible.

2.3. Benchmarking Image Synthesis Models
Standard metrics like FID [21], IS [48], LPIPS [62], and
CLIPScore [20] are commonly used to assess image syn-
thesis models. With model advancements, newer meth-
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Templates⚛  Physics

🌳  Biology

🧪  Chemistry

e.g. “An unripe {}”

e.g. “Apple”

Prompts

e.g. “An unripe apple”

e.g. “A green apple”

Subjects

Explicit Prompt 

e.g. “A red apple”

Superficial Prompt 

Science-T2I

Figure 2. Data curation pipeline. For each task, GPT-4o [2] first generates structured templates that capture the scientific principles while
allowing for variability in objects or substances. These templates are used to create implicit prompts, which GPT-4o [2] then expands into
explicit and superficial prompts, ultimately guiding the synthesis of corresponding explicit and superficial images.
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Figure 3. Data statistics. Science-T2I is organized into three pri-
mary scientific fields: Chemistry, Biology, and Physics. Each field
is divided into specific categories, with the numbers indicating the
volume of implicit prompts collected for each category.

ods emphasize human evaluation and multimodal LLM-
based assessment. HPSv2 [56], PickScore [28] and Im-
ageReward [57] provide human preference annotations,
while VQAScore [31], TIFA [23], VIEScore [30], LLM-
score [38], and DSG [8] utilize VQA-style evaluations. For
object attributes and relationships, benchmarks like T2I-
CompBench [24] and CLIP-R-Precision [42] have been in-
troduced. However, there are few benchmarks focusing on
the physical commonsense. PhyBench [40] establishes a set
of grading criteria and employs vision-language models to
discretely score images. In contrast, we introduce SciScore,
an end-to-end model designed to provide a more refined and
continuous scoring mechanism for images.

3. Dataset: Science-T2I

We introduce Science-T2I, a novel dataset specifically
designed to enhance text-to-image and multimodal mod-
els’ understanding of underlying scientific principles. Un-
like conventional datasets that focus on direct textual de-
scriptions [10, 29, 34] and preference annotation [28, 56,
57], Science-T2I challenges models to perform implicit
reasoning based on prompts that need scientific knowledge.

As illustrated in Figure 3, Science-T2I consists of 16

tasks that require the model to infer or visualize concepts
not explicitly stated in the prompts but rooted in underlying
scientific principles. These tasks are inspired by existing re-
search such as PhyBench [40] and Commonsense-T2I [16],
as well as new concepts developed for this study. Each task
is meticulously designed with the following objectives:

• Rewriting Capability. Tasks use prompts that allow flex-
ible rephrasing, thereby enabling different expressions to
effectively achieve the same visual meaning.

• Scientific Knowledge Integration. Tasks are based on
established scientific principles in physics, chemistry, and
biology, providing a clear and consistent framework. This
approach reduces the ambiguity of commonsense knowl-
edge, which can vary culturally or contextually. Exam-
ples include gravity, immiscibility, and flame reactions,
where scientific laws offer a reliable reference.

We classify prompts into two types: those requiring in-
ference from scientific knowledge and their rewritten ver-
sions that utilize rewriting capabilities. Additionally, Phy-
Bench [40] reveals that models often ignore these princi-
ples, focusing instead on descriptive text, indicating a third
category based on description rather than inference. To clar-
ify these concepts, we introduce specific terminologies:

• Implicit Prompt (IP). It contains specific terms or
phrases that imply certain visual characteristics or phe-
nomena requiring interpretative reasoning based on sci-
entific knowledge. For example, the prompt ”an unripe
apple” suggests greenness without explicitly stating it.

• Explicit Prompt (EP). It reformulates the implicit
prompt into a clear, descriptive statement that accurately
reflects the intended image. For instance, the prompt ”a
green apple” directly conveys the immaturity.

• Superficial Prompt (SP). It provides an explicit inter-
pretation but neglects scientific reasoning, focusing only
on surface descriptions and simplistic interpretations. For
example, interpreting ”an unripe apple” as ”a red apple”
overlooks the implied maturity, leading to inaccuracies.

We leverage GPT-4o to generate templates and prompts
during data curation. These outputs are then used to drive
T2I models for image generation, as shown in Figure 2.
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4. Method: SciScore
While CLIP [44] effectively aligns textual and visual data,
it struggles to accurately match implicit prompts with their
corresponding images. To address this limitation, we in-
troduce SciScore, a reward model fine-tuned on Science-
T2I that extends CLIP’s architecture [44]. SciScore as-
sesses the extent to which an image embodies the visual in-
formation derived from the scientific principles articulated
within the prompt. In this section, we first define the re-
ward mechanism for evaluating prompt-image compatibil-
ity (§4.1) and then detail the training methods used to opti-
mize SciScore’s performance (§4.2).

4.1. Reward Modeling
SciScore extends the CLIP architecture [44] by indepen-
dently encoding a text prompt x and an image y into a
shared high-dimensional vector space using separate trans-
former encoders [52], Etxt and Eimg. The reward is com-
puted based on the alignment between textual and visual
modalities, quantified by the inner product of their respec-
tive encoded representations and subsequently scaled by a
learnable temperature parameter T :

r(y, x) = T ·
Etxt(x) · Eimg(y)

∥Etxt(x)∥ ∥Eimg(y)∥
. (1)

4.2. Training Techniques
For developing SciScore we employed a fine-tuning ap-
proach on the CLIP [44] using Science-T2I. Each training
instance is structured as a tuple (xi, xe, xs, ye, ys), where
xi is the implicit prompt, xe and xs are the explicit and su-
perficial prompts, respectively. Correspondingly, ye and ys
denote the explicit and superficial images.

Predicted Preferences Calculation. Following prefer-
ence modeling approaches in language from prior work [41,
50], the predicted preference p̂img(xa ≻ xb; y) for prompt
xa over prompt xb for a given image y is calculated as:

p̂img(xa ≻ xb; y) =
exp(r(y, xa))

exp(r(y, xb)) + exp(r(y, xa))
(2)

Similarly, for a given prompt x, the predicted preference
p̂txt(ya ≻ yb;x) for image ya over image yb is given by:

p̂txt(ya ≻ yb;x) =
exp(r(ya, x))

exp(r(ya, x)) + exp(r(yb, x))
(3)

Implicit Prompt Alignment (IPA). Preliminary experi-
ments revealed that the pretrained CLIP model [44] tends
to embed the implicit prompt in a manner similarly to the
corresponding superficial prompt. To address this issue,
we minimize the KL divergence between the target pref-
erence ptxt = [1, 0] and the predicted preference p̂txt =

[p̂txt(ye ≻ ys;xi), p̂txt(ys ≻ ye;xi)]. This effectively aligns
the implicit prompt with the explicit image over the super-
ficial image. The loss function is defined as:

LIPA =

2∑
j=1

ptxtj

(
log ptxtj − log p̂txtj

)
(4)

Image Encoder Enhancement (IEE). To effectively
handle reasoning tasks that involve fine-grained visual phe-
nomena, it is imperative to enhance the capabilities of the
image encoder. The objective of this enhancement is cap-
tured by the following loss function:

LIEE = L+
img + L−

img, (5)

where L+
img and L−

img correspond to the losses associated
with explicit and superficial image preferences, respec-
tively. The explicit image loss L+

img is defined as:

L+
img =

2∑
j=1

p+imgj

(
log p+imgj

− log p̂+imgj

)
, (6)

where p+img = [1, 0] signifies a preference for the explicit
image. The predicted probabilities are denoted by:

p̂+img = [p̂img(xe ≻ xs; ye), p̂img(xs ≻ xe; ye)] , (7)

Similarly, the superficial image loss L−
img is defined as:

L−
img =

2∑
j=1

p−imgj

(
log p−imgj

− log p̂−imgj

)
, (8)

where p−img = [0, 1] indicates a preference for the superficial
image. The predicted probabilities are given by:

p̂−img = [p̂img(xe ≻ xs; ys), p̂img(xs ≻ xe; ys)] (9)

The overall loss function integrates LIPA with LIEE as:

L = LIPA + λLIEE, (10)

where λ is a hyper-parameter that controls the relative
weight of the image encoder enhancement loss in relation
to the implicit prompt alignment loss.

5. Two-Stage T2I Model Fine-Tuning
5.1. Supervised Fine-tuning (SFT)
Current post-training algorithms for diffusion models, such
as those utilizing PPO [5, 14] and DPO [53, 58], have signif-
icantly advanced model fine-tuning. However, these meth-
ods are constrained by the requirement that the optimization
objectives remain within the distribution of the pre-trained
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Figure 4. Online fine-tuning Pipeline. For each prompt, two images are generated to compute SciScore preference metric. Simultane-
ously, GroundingDINO [37] extracts segmentation masks from these images based on the prompts, which are then used to block gradient
propagation in the corresponding spatial regions.

model. While this limitation is acceptable for tasks like aes-
thetic enhancement, which involve preferences among gen-
erated images, it poses challenges for applications requir-
ing scientific reasoning. Preliminary experiments demon-
strate that pre-trained models lack an understanding of sci-
entific principles, as they are primarily trained on descrip-
tive prompts paired with images. This shortcoming presents
a significant obstacle for post-training techniques aimed at
embedding scientific comprehension into diffusion models.

Our methodology begins with the supervised fine-tuning
of a pre-trained model to enhance its scientific understand-
ing, utilizing the Science-T2I. As illustrated by the exper-
imental results in Table 3, FLUX [1] models consistently
achieve superior performance in direct text-image align-
ment and exhibit a strong capacity for generating realistic
styles, as evidenced by our preliminary experiments. Based
on these observations, we adopt FLUX.1[dev][1] as our
base model. Since FLUX [1] employs flow matching [36]
framework, the SFT training objective is formulated as:

LSFT = Et,pt(z|ϵ),p(ϵ) ∥vθ(z, t)− ut(z|ϵ)∥22 (11)

In this formulation, we adopt the same mathematical nota-
tion as presented in [12] to ensure consistency.

5.2. Online Fine-tuning (OFT)
After performing domain transfer using SFT, we apply an
online fine-tuning approach for further model refinement
with pipeline shown in Figure 4. Following the methodol-
ogy proposed by DDPO [5], we conceptualize the denoising
process within the diffusion model as a multi-step MDP:

st ≜ (c, t, x1−t), at ≜ x1−∆t−t

P (st+∆t | st, at) ≜ (δc, δt+∆t, δx1−t−∆t
)

πθ(at | st) ≜ pθ(x1−∆t−t | c, t, x1−t)

ρ0(s0) ≜ (p(c), δ0,N (0, I))

r(st, at) ≜

{
r(x0, c) if t = 1

0 otherwise

However, flow matching [36] is typically formulated as an
Ordinary Differential Equation (ODE), resulting in a deter-

ministic process. This deterministic formulation compli-
cates the computation of the policy πθ(at | st):

πθ(at | st) = δ (x1−∆t−t − (x1−t − vθ(st)∆t)) (12)

In alignment with the discussion in [11], we can alterna-
tively interpret flow matching [36] as a Stochastic Differ-
ential Equation (SDE), which is mathematically formulated
as:

dxt =

(
vθ(xt, t) +

σ2
t

2βtηt
λt

)
dt+ σtdBt (13)

ηt =

(
α̇t

αt
βt − β̇t

)
, λt =

(
v(xt, t)−

α̇t

αt
xt

)
(14)

where Bt denotes Brownian motion. By discretizing this
equation while leveraging the rectified flow employed by
FLUX [1], where αt = t and βt = 1− t, we obtain:

πθ(at | st) = N
(
at;µθ(st), σ

2
t I

)
(15)

µθ(st) =
tσ2

t + 2(1− t)

−2(1− t)
vθ(st)∆t+

2(1− t) + σ2
t∆t

2(1− t)
x1−t

(16)
In this framework, the parameter σt is subject to manual
configuration. Notably, setting σt = 0 simplifies the for-
mulation to the deterministic case, as delineated in Equa-
tion 12. For the training objective, we adopt DPO as intro-
duced by [45]. Specifically, given a condition (typically a
prompt) c, we randomly sample two trajectories:

σw = {sw0 , aw0 , sw∆t, a
w
∆t, . . . , s

w
1 , a

w
1 } (17)

σl = {sl0, al0, sl∆t, a
l
∆t, . . . , s

l
1, a

l
1} (18)

Assuming that the reward satisfies r(sw1 , a
w
1 ) > r(sl1, a

l
1),

the training objective is formulated as:

E
[
log ρ

(
β log

πθ(a
l
k|slk)

πref(alk|slk)
− β log

πθ(a
w
k |swk )

πref(awk |swk )

)]
(19)
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Table 1. Performance comparison of different models on Science-T2I S and Science-T2I C across different subjects, measured by accuracy
in two-choice selection task. Bold values indicate the best performance.

Model Science-T2I S Science-T2I C

Physics Chemistry Biology Avg. Physics Chemistry Biology Avg.

CLIP-H [25] 55.08 52.38 55.88 54.69 56.56 44.44 76.67 59.47
BLIPScore [32] 50.35 43.08 59.86 55.00 49.78 60.00 58.33 51.54

GPT-4o mini 61.97 73.81 86.76 70.83 69.29 70.00 90.00 74.78
+ CoT [55] 67.04 76.87 90.00 74.97 72.44 70.00 92.50 77.16

Human Eval 87.67 75.85 95.29 87.01 84.71 85.40 89.14 86.02
SciScore (ours) 94.92 80.95 100.00 93.14 86.89 91.11 100.00 91.19

Subject-Based Masking Strategy. Considering the
subject-oriented characteristics inherent to our scientific
reasoning tasks, we employed a subject-based masking
strategy during training. Specifically, we extract the subject
from the input prompt and utilize GroundingDINO [37]
to identify the bounding box around the subject. Subse-
quently, only the content within this bounding box is used
for gradient backpropagation. Define mask corresponding
to the box as M, then the final training objective:

L = −E

[
log ρ

(
β log

Mw ⊙ πθ(a
w
k | swk )

Mw ⊙ πref(awk | swk )

− β log
Ml ⊙ πθ(a

l
k | slk)

Ml ⊙ πref(alk | slk)

)]
. (20)

6. Experiment: SciScore
6.1. Implementation Details
Training Setting. We fine-tune the CLIP-H model [25]
using our framework on Science-T2I training set with both
text and image encoder learnable. The experiment com-
pletes within one hour on 8 A6000 GPUs.

Evaluation Setting. To evaluate the model’s generaliza-
tion, we introduce two manually annotated test sets:
• Science-T2I S (671 tuples): It matches the training set

style, emphasizing simplicity and reasoning regions.
• Science-T2I C (227 tuples): It adds complexity through

diverse scene settings in prompts and images.
We establish our baseline using three evaluation dimen-
sions: VLMs, LMMs, and human assessments. For VLMs,
we utilize CLIP-H [25] and BLIPScore [32, 33]. In the
LMM category, we employ GPT-4o-mini [2] with CoT
reasoning[55]. Human evaluations involved 10 experts with
science or engineering degrees. The evaluation involves
presenting one implicit prompt alongside two images: one
aligned with the corresponding explicit prompt and the

Table 2. Ablation study on different λ used in SciScore. Bold
values indicate the best performance.

λ Science-T2I S Science-T2I C

0 93.14 88.99
0.1 92.85 90.75
0.5 92.85 91.19
0.75 93.14 88.99

0.25 93.14 91.19

other with the superficial prompt. Models and humans are
tasked with selecting the image that best corresponds to im-
plicit prompt. Experimental results are presented in Table 1.

6.2. Results
CLIP-H [44] and BLIPScore [32] demonstrate near-random
accuracy (approximately 50%) across both test sets, under-
scoring their limitations in effectively distinguishing images
when given implicit prompts. Even GPT-4o-mini [2],
despite being equipped with a vast knowledge base, fails to
deliver satisfactory performance in these tasks. Notably, the
application of CoT prompting [55] does not yield signifi-
cant improvements in this context. In contrast, SciScore not
only achieves but surpasses human-level performance on
both Science-T2I S and Science-T2I C, highlighting its su-
perior generalization and efficacy in handling the tasks in
a complex scenario. This result underscores the potential
of SciScore to address challenges inherent in understand-
ing scientific knowledge, where other models struggle.

6.3. Ablation Study
Effect of IEE. To investigate the effect of IEE on the per-
formance of the model, comparative experiments are con-
ducted. As shown in Table 2, there exists a trade-off be-
tween increasing the IEE loss rate and maintaining IPA loss.
A lower IEE loss rate fails to enhance the image encoder’s
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Table 3. Performance of T2I Models on SciScore. Here normalized difference (ND) represents that ND = (IP − SP)/(EP − SP). Bold
values indicate the best performance, while underlined values represent the second-best performance.

T2I Model
Science-T2I S Science-T2I C

SP EP IP ND SP EP IP ND

Stable Diffusion v1.5 [47] 19.35 26.88 22.37 40.11 22.45 28.19 23.40 16.55
Stable Diffusion XL [43] 21.80 31.90 25.47 36.34 26.21 34.22 30.89 58.43
Stable Diffusion 3 [12] 18.99 32.53 22.31 24.52 24.01 34.65 27.88 36.37
FLUX.1[schnell] [1] 18.45 32.87 24.43 41.47 25.12 36.05 29.66 41.54
FLUX.1[dev] [1] 17.69 32.85 23.56 38.72 23.78 34.70 27.26 31.87

Table 4. SciScore on Various Methods. Relative improvement
(RI) is defined as the improvement in SciScore divided by the im-
provement achieved through generation based on explicit prompt.
Bold values indicate the best performance.

Method Science-T2I S Science-T2I C

SciScore RI SciScore RI

FLUX.1[dev] 23.56 / 27.26 /
+EP 32.85 / 34.70 /
+SFT 30.00 69.32 31.44 56.18
+SFT+OFT 31.18 82.02 32.15 65.73

ability to detect fine-grained details, whereas a higher IEE
loss rate diminishes the focus on prompt alignment. We
identified λ = 0.25 as the optimal for these objectives.

6.4. Benchmarking Text-To-Image Generation.
By leveraging the superior performance of SciScore, rather
than relying on VLM that require complex prompting
techniques and demonstrate comparatively inferior perfor-
mance, we propose an end-to-end utilization of SciScore for
benchmarking current text-to-image models.

Three-Dimensional Evaluation. We assessed the scien-
tific reasoning capabilities of current state-of-the-art text-
to-image models through a three-dimensional evaluation.
Specifically, we evaluated: the alignment between implicit
prompts and (1) images generated from implicit prompts,
(2) images generated from explicit prompts, and (3) images
generated from superficial prompts. For each alignment
evaluation, we selected one implicit, explicit, and superfi-
cial prompt forming a tuple from the Science-T2I S and
Science-T2I C, respectively. We generated two images per
prompt using the text-to-image models and calculated the
average SciScore. The results are illustrated in Table 3.

Analysis: Explicit Prompt Alignment. The experiment
results in Table 3 reveals that the FLUX series models [1]
consistently outperform the Stable Diffusion series on ex-
plicit prompt alignment. In particular, SDv1.5 [47] exhibits

a significant performance gap when compared to the other
models in the study. Further detailed analysis and discus-
sion can be found in the appendix.

Analysis: Reasoning Capability. Based on the data pre-
sented in Table 3, it is evident that current text-to-image
models demonstrate notable limitations in interpreting im-
plicit meanings within prompts. These models are more
likely to generate images that align with the literal aspects
of the prompts, rather than inferring or representing deeper,
implicit meanings. This limitation is reflected in the mod-
els’ normalized difference (ND) scores, where the majority
fall below 50, with an average around 35.

7. Experiment: T2I Model Fine-Tuning
7.1. Implementation Details
Training Setting. We first fine-tune FLUX.1[dev] [1]
on Science-T2I using SFT in conjunction with LoRA [22]
for 2,000 steps. This process generates LoRA weights in-
tended for subsequent OFT. For the OFT phase, we ran-
domly select 300 implicit prompts from Science-T2I to
serve as the training set. During each epoch, 32 prompts
are sampled, with each prompt paired with two images, and
their corresponding SciScore is computed. Subject masks
are extracted from the images using GroundingDINO [37].
The model is then fine-tuned for approximately 100 steps.

Evaluation Setting. We construct two distinct prompt
sets by extracting all implicit prompts from Science-T2I S
and Science-T2I C. For evaluation, we generate five dis-
tinct images for each prompt and compute the average SciS-
core across these images to ensure robust results.

7.2. Results
The results in Table 4 demonstrate that both SFT and OFT
enhance SciScore’s performance. To further investigate the
factors driving these enhancements, we employed explicit
prompts corresponding to all implicit prompts in Science-
T2I S and Science-T2I C. This approach allowed us to cal-
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A bowl of water at 
sub-zero temperatures

A bowl of tea at over-
hundred temperatures

A piece of butter  
on a heated pan

A drop of red  
dye touches a napkin

A little ink added 
 to a glass of water

A unripe  
pumpkin in garden

A glass containing 
both red wine and oil.

A
ft

er
Be

fo
re

⚛ Solidification ⚛ Evaporation ⚛ Melting ⚛ Absorption ⚛ Diffusion 🌳 Ripeness 🧪 Immicibility

Figure 5. Case study. The upper images are generated using the baseline FLUX.1[dev] [1], whereas the lower images are produced with
our fine-tuning method. Each image pair utilizes an identical random seed to ensure consistency in comparison. Note that the displayed
prompts are summaries of the original prompts used for illustration purposes.

culate the average performance of SciScore, which serves
as an upper bound for our method. The findings reveal
that our proposed technique achieves an impressive perfor-
mance increase, surpassing the baseline by over 50%. Com-
parative examples are provided in Figure 5.

7.3. Ablation Study
Necessity of SFT. In Figure 6, the blue line shows SFT
performed before OFT, while the purple line illustrates the
case without initial SFT. Both scenarios use identical con-
figurations for OFT. The results demonstrate that initiating
OFT with SFT leads to a more stable increase in SciS-
core. In contrast, OFT without preceding SFT does not
improve SciScore. This discrepancy is likely due to the
model’s limited ability to effectively learn from two sub-
optimal samples when SFT is not first applied. These ob-
servations highlight the critical role of starting with SFT to
ensure the model trains within the distribution defined by
the objective, facilitating effective OFT.

Masking Strategy As A Denoiser. Starting from the
checkpoint obtained by SFT, we conducted two addi-
tional experiments to evaluate the masking strategy’s ef-
fect on model performance. The results revealed that SciS-
core curve for the model without the masking strategy was
unstable, and the generated images showed signs of col-
lapse. To further explore this issue, we halved the learning
rate in an attempt to stabilize training. While this adjust-
ment prevented the collapse of the generated images, it did
not lead to an increase of SciScore . This observation sug-
gests that, without the masking strategy, the model tends
to indiscriminately consider all features from the preferred
images as equally important, effectively treating all features
as ’preferred’. However, only the visual features pertinent
to the scientific principles contained in the prompt are truly
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Figure 6. Ablation study of two-stage training. At each step, all
prompts in Science-T2I S are employed to generate two images
per prompt, followed by the calculation of the average SciScore.
The result illustrates the deviation from the initial baseline.

relevant. This indiscriminate preference introduces substan-
tial noise into the training process, hindering the model’s
ability to learn effectively. In contrast, the model employing
the masking strategy demonstrated a more stable increase
on SciScore throughout training.

8. Conclusion
We present SciScore, a reward model aimed at integrating
scientific knowledge into image synthesis models. Utiliz-
ing our expert-annotated dataset, Science-T2I, with over
20,000 image pairs and 9,000 prompts in total, we es-
tablished a framework for evaluating and improving im-
age realism. Our two-stage training approach, featuring
supervised fine-tuning and online fine-tuning, led to sig-
nificant performance improvement. We show that SciS-
core achieves human-level performance in aligning with
scientific knowledge.
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