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Abstract

Learned image compression methods have attracted great
research interest and exhibited superior rate-distortion per-
formance to the best classical image compression standards
of the present. The entropy model plays a key role in learned
image compression, which estimates the probability distri-
bution of the latent representation for further entropy cod-
ing. Most existing methods employed hyper-prior and auto-
regressive architectures to form their entropy models. How-
ever, they only aimed to explore the internal dependencies
of latent representation while neglecting the importance of
extracting prior from training data. In this work, we propose
a novel entropy model named Dictionary-based Cross Atten-
tion Entropy model, which introduces a learnable dictionary
to summarize the typical structures occurring in the training
dataset to enhance the entropy model. Extensive experimen-
tal results have demonstrated that the proposed model strikes
a better balance between performance and latency, achiev-
ing state-of-the-art results on various benchmark datasets.

1. Introduction
Image compression is a vital and well-established research
area in the field of image signal processing. The substantial
demand for high-resolution images requires powerful com-
pression techniques to address storage and transmission chal-
lenges. Classical standards such as JPEG [43], JPEG2000
[40], and VVC [38] have been widely adopted over time,
following a general pipeline: transforming, quantization, and
entropy coding. Recently, the learned image compression
(LIC) methods [13, 15, 17, 20, 21, 25, 27, 32, 44, 51, 52]
have demonstrated outstanding performance, even surpass-
ing the current best image and video coding standards VVC.

Learned image compression primarily consists of two
key components: nonlinear auto-encoder and entropy model.
The encoder and decoder play the role of transforming the
image and the latent representation into each other; while,
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Figure 1. Rate-speed comparison on Kodak. Left-top is better.

the entropy model estimates the probability distribution of
the latent representation for further entropy coding [30, 31].
In the last several years, for the pursuit of better compression
performance, one category of studies [11, 25, 27, 46, 51, 52]
investigates advanced auto-encoder structures to establish
delicate latent representation extractors. While, another line
of research [6, 11, 15, 16, 22, 24, 32–34, 36, 37] pays atten-
tion to the more fundamental and unique component of LIC,
i.e. the entropy model, to optimize the rate and distortion
(RD) trade-off.

At the core of the entropy model in LIC framework is a
distribution estimator. In their seminal work, Ballé et al. [5]
showed that the smallest code length of latent representa-
tion is given by the cross entropy between a parameterized
distribution predictor (entropy model) and the real distribu-
tion of latents, and used a fully factorized density model
to capture the probability distributions of the latent rep-
resentation. Subsequently, Ballé et al. [6] and Minnen et
al. [34] respectively introduced the hyper-prior and the auto-
regressive frameworks, which leverage side-information or
decoded representation to provide image dependent priors
for better capturing the distribution of latent representation.
The great success achieved by the hyperprior and the au-
toregressive framework has inspired numerous follow-up
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works, introducing priors to establish a conditional entropy
model has become a prevailing strategy in the literature
of LIC. In the last several years, numerous attempts have
been made in establishing elaborate causal context models
[11, 16, 22, 24, 32, 33, 36, 37] as well as designing sophisti-
cated network architectures [11, 25, 27, 46, 51, 52] for better
exploiting internal dependency among latent representation.

In this paper, instead of further exploring advanced in-
ternal dependency modeling architectures, we propose a
Dictionary-based Cross Attention Entropy model (DCAE)
which tries to take additional advantages from external train-
ing data to improve the entropy model in the LIC framework.
In the existing LIC works, training data helps the entropy
model indirectly by providing examples to learn functions
for capturing internal dependency, little attention has been
paid to directly extracting priors from training data to boost
the performance of entropy model. Nevertheless, the train-
ing data contains prior of natural images, which has proven
to be effective in providing supplementary information to
recover the image from corrupted observations in the field
of image restoration. Therefore, exploiting external prior for
boosting entropy modeling could be a promising direction.
In order to leverage typical patterns in natural image, we
learn a dictionary from the training dataset to summarize
typical structures. Then, during the auto-regressive predict-
ing process, decoded representation, which contain partial
information of local structure, can work as query tokens
to select similar dictionary entries to predict the remaining
representation in a cross-attention manner. In addition, we
utilize feature maps from different convolutional layers to
achieve multi-scale texture extraction for helping to achieve
more accurate dictionary queries. These innovations enable
our model to outperform existing state-of-the-art methods.
Our contributions can be summarized as follows:
• We apply a dictionary to summarize useful information

from the training dataset. During the auto-regressive pre-
dicting process, we can use the decoded representation,
which contains partial information of local structure, to
select similar dictionary entries to assist in predicting the
remaining representation in a cross-attention manner.

• We leverage features with different receptive fields to
capture textures at various scales, allowing the model to
capture fine-grained and coarse-level texture information,
which helps us perform more precise dictionary queries.

• Experiments show that our method achieves state-of-the-
art performance regarding coding performance and run-
ning speed(Fig.1 and Tab. 1).

2. Related Work

2.1. Learned Image Compression

Learned nonlinear transforms. The powerful nonlinear
transformation capability is one of the keys to the learned im-

age compression. It functions as an encoder or decoder, con-
verting input images into compact latent representation for
entropy coding, or transforming latent representation back
into reconstructed images. The development of learned non-
linear transforms can be categorized into two types: CNN-
based methods and transformer-based methods. Since Ballé
et al. [7] first proposed the GDN to reduce the mutual infor-
mation between features, the combination of GDN and CNN
has been widely used in subsequent methods [6, 8, 34]. In
order to further enhance the nonlinear transformation capa-
bility of the CNN, Cheng et al. [11] adopted the attention
module to deal with the challenging content, whereas Xie et
al. [46] proposed the enhanced invertible encoding network
to mitigate the problem of information loss. Recently, nu-
merous efforts have been made to explore the transformer
architecture [42]. Zou et al. [52] and Zhu et al. [51] first
employed the Swin transformer layer [29] to construct their
encoder and decoder. Zou et al. [52] further proposed a win-
dow attention module to enhance their CNN-based model by
focusing on spatially neighboring elements. Liu et al. [27]
incorporated CNN and transformer as a fundamental module.
Furthermore, Li et al. [25] utilized different window sizes of
the Swin transformer layer to capture various frequency in-
formation. Inspired by [18] and [26], we use residual blocks
and residual Swin transformer blocks to construct our en-
coder and decoder for capturing local and non-local informa-
tion simultaneously. Additionally, we further improve our
transformer by using advanced techniques such as ResScale
[48] and Convolutional Gated Linear Unit [39].

Entropy Model. Another crucial module in learned image
compression is the entropy model, which is used to evalu-
ate the distribution parameters of latent representation for
entropy coding. Existing entropy models primarily pay at-
tention to the investigation of how to capture the internal
dependencies among latent representation. Ballé et al. [6]
first proposed the hyper-prior to capture spatial internal de-
pendencies of the latent representation. Minnen et al. [34]
then proposed the serial auto-regressive context model that
utilizes the adjacent decoded latent representation to assist
the distribution estimating of current latent representation. In
order to capture long-range dependencies of latent represen-
tation, Qian et al. [36] used the most relevant latent represen-
tation and Kim et al. [22] utilized the attention mechanism
of transformer to capture global information. Furthermore,
to address the issue of slow encoding and decoding in serial
auto-regressive context models, some studies [16, 17, 32, 33]
set the internal dependencies of the auto-regressive context
model to a fixed order to achieve parallelization. In addition,
different sophisticated network architectures [24, 25, 27, 37]
were also designed to enhance the ability to model internal
dependencies. Despite various advancements aimed at im-
proving the modeling capabilities of entropy model, they
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mainly focused on utilizing the internal dependencies of la-
tent representation and neglected the exploration of prior
information in external training data. Different from these
works, the proposed Dictionary-based Cross Attention En-
tropy model concentrates on capturing typical patterns and
textures from training dataset to establish external dependen-
cies between the latent representation and prior derived from
training dataset. Therefore, our entropy model can achieve
more accurate distribution estimation for entropy coding.

2.2. Dictionary Learning

Dictionary learning has demonstrated powerful potential in
the fields of image generation and image restoration due
to its ability of effectively utilizing prior information from
the training dataset. In image generation tasks, Van et al.
[41] first introduced a dictionary to generate clear images. In
order to achieve visually pleasing generation quality, Esser
et al. [12] employed perceptual and adversarial losses to
train the dictionary. In image restoration tasks, Gu et al. [14]
used a dictionary for face restoration. Liu et al. [28] further
learned a set of basis dictionaries from different types of
datasets for obtaining more flexible and expressive prior. In
addition, Zhang et al. [50] employed a dictionary to study
various cluster centers, enabling self-attention operations on
tokens of the same category. In learned image compression,
Minnen et al. [35] first utilized a non-learnable dictionary
from K-means++ algorithm [3] to improve entropy model.
In addition, Kim et al. [22] utilized eight learnable tokens
that need to be transmitted to capture global internal depen-
dencies. Since its tokens are derived from the image itself
and a limited number of tokens need to be transmitted, this
restricts its ability to improve the entropy model. In this pa-
per, we propose a Dictionary-based Cross Attention Entropy
model, where we employ learnable shared network parame-
ters as the dictionary for encoding and decoding to capture
external dependencies, allowing us to perform more accurate
distribution estimation.

3. Method
3.1. Formulation

The overall pipeline of the learned image compression model
is shown in Fig. 2. In the encoding stage, given an input
image x, the encoder ga first transforms it into a latent rep-
resentation y: y = ga(x). The entropy model is then used
to estimate the distribution parameters Φ = {µ,σ} of latent
representation y for entropy coding. According to previous
studies [17, 34], y is discretized to ŷ = ⌈y−µ⌋+µ through
quantization, and ⌈y − µ⌋ is further losslessly encoded into
bitstreams based on the evaluated distribution parameters Φ.
In the decoding stage, after restoring ŷ from the bitstreams,
the decoder gs reconstructs the high-quality image x̂ from
the quantized latent representation ŷ: x̂ = gs(ŷ).

In this process, the entropy model plays one of the most
important roles, which determines the encoding length of
the latent representation y. Most existing entropy models
employ the hyper-prior architecture [6] and the channel-wise
auto-regressive architecture [33]. For the hyper-prior archi-
tecture, a side information z = ha(y) is first introduced to
capture the internal spatial dependencies in the latent rep-
resentation y. Then, the hyper-prior decoder hs maps ẑ to
latent feature Fz for estimating the distribution {µ,σ} of
latent representation y: Fz = hs(ẑ). Conditioned on ẑ,
the latent representation y is modeled as a joint Gaussian
distribution: pŷ|ẑ(ŷ|ẑ) =

[
N (µ,σ2) ∗ U(− 1

2 ,
1
2 )
]
(ŷ). For

channel-wise auto-regressive architecture, y is first divided
into several even slices {y0,y1, ...,ys−1} along the channel
dimension. These slices are then encoded and decoded in se-
quential order. The decoded slices y<i = {y0,y1, ...,yi−1}
are used to supplement information for encoding or decoding
the subsequent slice yi, due to their similarity relationships.
After obtaining the hyper-prior feature Fz and the decoded
slices y<i, they are entered into the entropy module fE to
estimate µi and σi of ŷi for further encoding and decoding.
Moreover, in order to compensate for the information loss
caused by quantization, Fz , y<i, and ŷi are leveraged to
predict the quantization error ri = yi − ŷi through the la-
tent residual prediction net fLRP [33]. This process can be
formulated as:

µi,σi = fE(Fz,y<i), ri = fLRP (Fz,y<i, ŷi). (1)

To train the learned image compression model, a Lagrangian
multiplier-based rate-distortion optimization is employed as
the loss function:

L = R(ŷ) +R(ẑ) + λ · D(x, x̂), (2)

where R(ŷ) and R(ẑ) denote the bitrates of ŷ and ẑ;
D(x, x̂) denotes the distortion between the input image x
and reconstructed image x̂; λ controls the trade-off between
rate and distortion.

3.2. Dictionary-based Cross Attention Entropy
Model

Existing methods adopt hyper-prior and auto-regression
frameworks to estimate the probability distribution of the
latent representation y. Both types of methods essentially
utilize the internal dependencies within latent representation
to model probability distribution, but neither explicitly lever-
ages common patterns and textures in natural images as prior
information for entropy estimation.

Our goal is to share a dictionary that preserves typical
textures between the encoder and decoder. When estimating
the distribution of latent representation, we can leverage the
finite information to model the latent representation more
accurately by querying the dictionary that retains complete
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Figure 2. The overall framework of the proposed network. Given an input image x, the encoder ga transforms it into the latent representation
y, then the proposed dictionary-based cross-attention entropy model is used to encode or decode the quantized ŷ. Finally, the decoder gs
reconstructs the image x̂ from the latent representation y. In the dictionary-based cross-attention entropy model, we introduce a learnable
dictionary to capture typical structures and textures in natural images for improving the distribution estimation of the latent representation y.

information. To achieve this goal, we propose a Dictionary-
based Cross Attention Entropy model (DCAE) as shown in
Fig. 3. Specifically, we first propose the Multi-Scale Features
Aggregation module to obtain the multi-scale features Xmsi ,
which leverages features with different receptive fields to
help capture textures at various scales, enabling more precise
dictionary queries. We then propose the Dictionary-based
Cross Attention module to extract the dictionary features
Fdicti that utilizes learnable network parameters to constitute
our dictionary D, employing cross attention to dynamically
query the complete information stored in the dictionary using
the available partial texture information:

Xmsi = MSFA(Xi),

Fdicti = DCA(Xmsi ,D),
(3)

where Xi = [Fz,y<i]. Finally, different from Eq. 1, which
does not explicitly use prior information in natural images,
we combine the dictionary feature Fdicti with hyper-prior
feature Fz and channel-wise auto-regressive feature y<i and
put them into the entropy module fE to obtain the parameters
µi and σi of the Gaussian distribution. Furthermore, Fdicti ,
Fz , y<i and ŷi are input to the latent residual prediction
net fLRP [33] to predict the quantization error ri:

µi,σi = fE(Fz,y<i,Fdicti),

ri = fLRP (Fz,y<i,Fdicti , ŷi).
(4)

Multi-Scale Features Aggregation Module. The pro-
posed Multi-Scale Features Aggregation Module is used
to capture multi-scale textures from feature maps, enabling
more accurate querying of prior information stored in the
dictionary. In Multi-Scale Features Aggregation Module, we
first utilize feature maps from different convolutional lay-
ers to achieve multi-scale texture extraction. Feature maps

from shallow convolutional layers have limited receptive
fields, enabling them to capture finer textures. As the convo-
lution depth increases, deeper layers can capture larger-scale
textures. In addition, to achieve efficient convolutional com-
putation, each basic convolution unit consists of two linear
layers and a 3×3 depthwise (DW) convolution:

EConv(X) = DWConv3×3(XW in)W out,

X1
i = Xi, Xj

i = EConv(Xj−1
i ),

Xmerge
i = [X1

i , ...,X
m
i ]Wmerge,

(5)

where W in,W out are used to perform the transformation
of convolution channels and Wmerge is used to merge multi-
scale information; m represents the number of stacked effi-
cient convolutional layers. To enable more precise queries
of prior information from the dictionary, we then employ
spatial attention module [45] to dynamically assign a weight
to each spatial position.

MSFA(Xi) = SA(Xmerge
i )⊙Xmerge

i . (6)

where SA(Xmerge
i ) ∈ RH×W represents the spatial weight

map output by the spatial attention module.

Dictionary-based Cross Attention Module. After intro-
ducing how we utilize features with different receptive fields
to capture textures at various scales, we will introduce how
to use the existing information to perform dictionary queries.

We first established a shared dictionary D using learnable
network parameters to preserve the common textures found
in natural images. The dictionary D is initialized as a tensor
with the shape of [N,Cd], where N is the number of dic-
tionary entries and Cd is the number of feature dimensions.
During the training process, the dictionary will gradually
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Figure 3. The proposed Dictionary-based Cross Attention Entropy model. The Dictionary-based Slice Network ei is used to encode or
decode the latent representation ŷi. In ei, the hyper-prior feature Fz and channel-wise auto-regressive feature y<i are first fed into our
Multi-Scale Features Aggregation module to obtain multi-scale features Xmsi . Then, the multi-scale features Xmsi are used to query the
dictionary to extract the dictionary feature F dicti . Finally, the dictionary feature F dicti is taken as input to the entropy module fE to estimate
the distribution parameters Φi of ŷi for entropy coding, and to the latent residual prediction net fLRP to predict the quantization error ri.

learn to fit the typical structures, which is similar to tradi-
tional dictionary learning methods [47, 49] learning to fit
natural images with the image patch dictionary. In addition,
it is noteworthy that this dictionary is simultaneously shared
between the encoder and decoder, thereby not requiring ad-
ditional bitrate for transmission.

We then apply cross attention to query the learnable dic-
tionary with features that contain partial texture information,
aiming to capture prior information present in natural im-
ages. Specifically, we use the multi-scale feature Xmsi to
generate the query tokens Qi, which contains partial texture
information. The learnable dictionary D is used to generate
the key tokens K and the value tokens V . The key tokens K
are utilized for calculating similarity with the query tokens,
while the value tokens V represent the texture information
stored in the dictionary.:

Qi = XmsiW
Q, K = DWK , V = D, (7)

where WQ ∈ RCms×Cqk , WK ∈ RCd×Cqk are linear trans-
forms for Xms and D, respectively. Then, we can obtain the
dictionary feature Fdict in a cross-attention manner:

Ai = SoftMax(QiK
T /τ ), Fdicti = AiV , (8)

where τi is a learnable scaling parameter to adjust the range
of the dot product of Qi and K. QiK

T ∈ R(H×W )×N

represents the similarity map between query feature and dic-
tionary entries. The softmax function is applied along the
dimension N to normalize the weights of each dictionary en-
try. Finally, we utilize the normalized weights Ai to perform
a weighted aggregation AiV of the dictionary information,
resulting in the dictionary feature Fdicti and the Fdicti is
further enhanced by FFN layer.

3.3. Network Architecture

Our main encoder ga and decoder gs is designed as Fig. 2
shows. We apply basic downsampling/upsampling modules
followed by Swin transformer blocks [26] to perform non-
linear mapping for extracting compact latent representation.
Each basic downsampling / upsampling module consists of a
strided / transposed convolution, along with several cascaded
residual blocks to extract the local context information. The
Swin transformer blocks are used to capture long-range de-
pendencies, supplying non-local information. In addition,
in order to further enhance non-linear transformation ca-
pability of our transformer, inspired by [48] and [39], we
employ ResScale [48] to scale up transformer model size
from depth and we adopt Convolutional Gated Linear Unit
[39] to construct our FFN.

Previous methods [13, 17, 27], typically use the same
number of channels and modules across different stages of
the encoder-decoder. However, computing high-resolution
features slows down the overall model speed. To achieve
a more efficient structural design, we adopt varying num-
bers of channels and modules at different stages, shifting
computations to lower-resolution stages to enable faster en-
coding and decoding speed. A more detailed description of
this design can be found in Section 4.1.

4. Experiments

4.1. Experimental Settings

Training Details. We follow the experimental settings of
recent state-of-the-art methods [52] and utilize the Open-
Images dataset [19] to train our final model. OpenImages
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Table 1. Computation burden and performance comparisons between different methods.

Model Latency (ms) GFLOPs Params BD-rate
Tot. Enc. Dec. Enc. Dec. Kodak Tecnick CLIC

STF (CVPR’22) [52] 233 102 131 143 161 99.8M -4.3% - -4.1%
WACNN (CVPR’22) [52] 193 80 113 138 231 75.0M -4.8% - -4.4%
ELIC (CVPR’22) [17] 210 91 119 138 233 41.9M -7.1% - -
M2T (ICCV’23) [32] - - - - - - -8.5% - -
MT (ICCV’23) [32] - - - - - - -12.5% - -
TCM (CVPR’23) [27] 293 142 151 307 441 75.9M -11.8% -12.0% -12.0%
MLIC+ (ACMMM’23) [21] - - - - - - -13.1% -17.3% -16.4%
MLIC++ (NCW ICML’23) [21] 772 362 410 222 300 116.5M -15.1% -18.6% -16.9%
FTIC (ICLR’24) [25] - - - 127 355 71.0M -14.6% -15.1% -13.6%
WeConvene (ECCV’24) [13] 545 275 271 702 320 105.5M -8.5% -9.2% -10.1%
CCA (NeurIPS’24) [15] 223 122 101 277 394 64.9M -13.7% -15.3% -14.5%
Ours 193 93 100 252 305 119.2M -17.0% -21.1% -19.7%

VVC - - - - - - 0% 0% 0%
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Figure 4. Performance evaluation (PSNR) on
the Kodak dataset.
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Figure 5. Performance evaluation (PSNR) on
the CLIC dataset.
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Figure 6. Performance evaluation (PSNR) on
the Tecnick dataset.

dataset contains 300k images with short edge no less than
256 pixels. We randomly crop patches of size 256 × 256
for each training iteration, with a batch size of 16, and
adopt the Adam optimizer [23] to minimize the R-D loss
in Eq.2. We utilize Mean Squared Error (MSE) loss as
the distortion measure to train our models. In order to
obtain compression models with different compression ra-
tio, we train our models with different λ values, i.e., λ =
{0.0018, 0.0035, 0.0067, 0.0130, 0.0250, 0.0500}. We train
our models with a initial learning rate 1e− 4 for 80 epochs
(1.5 million iterations), and then decrease the learning rate
to 1e− 5 and train the models for another 20 epochs (0.375
million iterations) for obtaining the final models. We use
RTX 4090 to complete our experiments.

Implementation Details. For our model, we introduce
a learnable dictionary with 128 dictionary entries and 640
channels. We set the number of transformer layers within
Transformer Block at different scales as (T1, T2, T3) =
(1, 2, 12) for our model; where in the hyper-prior module,
our model contain 1 transformer layer. As for the feature
dimension, we set the feature dimension for different scales
as (C1, C2, C3) = (96, 144, 256). The dimensions of the
latent representation y and side information z are set to 320
and 192, respectively. The head dimensions of transformer
layers in encoder ga and decoder gs are set as {8, 16, 32,
32, 16, 8}, while the head dimensions of transformer lay-
ers in hyper-prior encoder ha, hyper-prior decoder hs and
Dictionary-based Cross Attention are set 32. The window
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Figure 7. Reconstructed images kodim04 and kodim10 from the Kodak dataset. In the above visualization, our model effectively restores the
texture information while maintaining comparable or lower bitrate.

sizes of these transformer layers are set as 8×8 for encoder
ga and decoder gs and 4×4 for the hyper-prior module.

Comparison Methods and Benchmark Datasets. We
choose three benchmark datasets, i.e., Kodak image set [1],
Tecnick testset [4], CLIC professional validation dataset [2]
to evaluate our methods. The competing appraches including
classical standard VVC (VTM-12.1) [38] and recent state-of-
the-art LIC models [11, 13, 15, 17, 20, 21, 25, 27, 32, 46, 51,
52]. VVC results are achieved by CompressAI [9], while the
results of other methods are provided by the method authors.

4.2. Ablation Studies

In this part, we conduct experiments to validate the effec-
tiveness of the proposed Dictionary-based Cross-Attention
Entropy (DCAE) model. We use a smaller model for abla-
tion studies, where the number of transformer layers is set to
(T1, T2, T3) = (0, 0, 4). All ablation studies are trained with
a initial learning rate 1e− 4 for 20 epochs (0.75 million iter-
ations) with a batch size of 8, followed by 5 epochs (0.1875
million iterations) of training with a learning rate of 1e− 5.

Table 2. Ablation studies of the proposed modules.

Model BD-rate Latency (ms)

baseline -4.20% 143
+ DCA -7.28% 153
+ MSFA -8.50% 160

Effects of DCA and MSFA. In order to show the effec-
tiveness of the proposed methods, we remove all proposed
modules to establish a baseline and progressively add them
back to demonstrate the benefits they provide. As shown in
Tab.2, the DCA achieves a 3.08% improvement in BD-rate

on kodak dataset while only increasing the coding latency of
baseline model from 143 ms to 153 ms. Furthermore, MSFA
further improves the BD rate from 7.28% to -8.50%.

Table 3. Ablation studies of the dictionary size.

N - 64 128 192 256

BD-rate -4.20% -6.84% -7.28% -7.26% -6.92%

Latency (ms) 143 153 153 154 154

Effects of dictionary size. In order to analyze the effect of
dictionary size, we also train models with 64, 192 and 256
dictionary items, respectively. The BD-rate values on the Ko-
dak dataset by different models are reported in Tab.3. When
equipped with the DCA module, even with a smaller num-
ber of dictionary entries, i.e., 64, the performance improves
significantly, with the BD-rate improving from -4.20% to
-6.84%. As the number of dictionary entries further increases
to 128, the performance of the model improves further, reach-
ing -7.28%. However, when the number of dictionary entries
increases again, the improvement become saturated and does
not result in better compression performance.

Table 4. Ablation studies of the MSFA.

m 0 1 2 3 4

BD-rate -7.28% -7.62% -8.04% -8.50% -8.36%

Latency (ms) 153 157 158 160 162

Effects of the number of convolutional layers in MSFA.
Increasing the number of convolutional layers m in MSFA
will aid in modeling multi-scale features and enlarging the re-
ceptive field, thereby facilitating accurate dictionary queries.
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Tab.4 shows the impact of the number of convolutional lay-
ers. Increasing the number of convolutional layers m from
1 to 3 improves the performance of our model, achieving a
peak of -8.50% when m is 3. Further increasing m does not
lead to any additional performance gains.

Comparison with Global Token. Kim et al. [22] pro-
posed the global token to capture the global internal de-
pendencies of latent representation. Both the global token
and our dictionary use learnable network parameters to im-
prove the entropy model. However, since the global token
must generate distinct tokens for each image, it necessitates
the transmission of these tokens during both encoding and
decoding processes. In contrast, our dictionary captures com-
mon textures across different images, enabling its shared
usage between the encoder and decoder. In addition, since
the global token utilizes a relatively small number of to-
kens, whereas our dictionary employs a significantly larger
number of dictionary entries (128 vs. 8), our dictionary can
demonstrate superior representational capacity. To ensure a
fair comparison, we apply the global token to our baseline,
with the results presented in Tab.5. It can be observed that,
under comparable latency (153 vs. 152), our DCA achieves
better performance (-7.28% vs. -6.59%).

Table 5. Comparison with global token.

Model BD-rate Latency (ms)

baseline -4.20% 143
DCA -7.28% 153
global token -6.59% 152

4.3. Comparisons with State-of-the-Art Methods

The rate-distortion performance by different methods on
Kodak dataset, CLIC dataset, and Tecnick dataset are shown
in Fig. 4, Fig. 5, and Fig. 6, which use PSNR to evaluate
performance. Our proposed method consistently outperform
the existing methods on all the three benchmark datasets.
Additionally, we present the BD-rate results, GFLOPs and
the compression latency information by our method and the
current state-of-the-art methods in Tab. 1. The RD-rate [10]
value is calculated with VVC (VTM-12.1) as the anchor. The
latency and GFLOPs are calculated on the Kodak dataset.
As can be found in the table, compared to MLIC++, which
currently achieves the best BD-rate performance, our model
outperforms it across all three datasets. Notably, the latency
of MLIC++ on Kodak dataset is nearly four times that of
our model. A more detailed Rate-speed comparison can be
found in Fig. 1, which clearly demonstrates that our model
is able to achieve good compression results with a smaller
latency. Some visual examples by our proposed model as

Input 

Image 
Dictionary

Entry 99, Head 1

Dictionary

Entry 90, Head 1

Dictionary 

Entry 16, Head 0

Dictionary

Entry 86, Head 0

Figure 8. Visualization of attention maps between feature maps and
dictionary entries. The first column represents original images from
the Kodak dataset and the last four columns represent attention
maps of a specific dictionary entry across different images.

well as recent state-of-the-art methods are shown in Fig.
7. The visual results clearly validate the superiority of our
model in keeping image details.

4.4. Visualization Analysis

In order to analyze our argument of leveraging typical local
structures, we present some intermediate attention maps to
analyze the behaviour of our model. In Fig. 8, we present
the same attention maps on different testing images. We can
clearly observe corelations between dictionary items and
image local structures, similar image local structures tend
to leverage the same dictionary item to predict the latent
representation. The results validate our idea of exploiting
dictionary to provide prior information of typical structures.

5. Conclusion

In this paper, we propose a novel dictionary-based cross-
attention entropy (DCAE) model for explicitly capturing
prior information from the training dataset. The proposed
entropy model uses learnable network parameters to sum-
marize the typical structures and textures in natural images,
thereby improving the entropy model. We show that DCAE
brings effective improvement in RD performance. By incor-
porating the proposed DCAE, we exceed the state-of-the-art
RD performance on three different resolution datasets (i.e.,
Kodak, Tecnick, CLIC Professional Validation).
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