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Figure 1. Utilizing Matrix3D for single/few-shot reconstruction. Before 3DGS optimization, we complete the input set by pose estimation,
depth estimation and novel view synthesis, all of which are done by the same model.

Abstract

We present Matrix3D, a unified model that performs several
photogrammetry subtasks, including pose estimation, depth
prediction, and novel view synthesis using just the same
model. Matrix3D utilizes a multi-modal diffusion trans-
former (DiT) to integrate transformations across several
modalities, such as images, camera parameters, and depth
maps. The key to Matrix3D’s large-scale multi-modal train-
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†This project was performed during Yuanxun Lu’s internship at Apple.
‡Corresponding author.

ing lies in the incorporation of a mask learning strategy.
This enables full-modality model training even with par-
tially complete data, such as bi-modality data of image-pose
and image-depth pairs, thus significantly increases the pool
of available training data. Matrix3D demonstrates state-
of-the-art performance in pose estimation and novel view
synthesis tasks. Additionally, it offers fine-grained control
through multi-round interactions, making it an innovative
tool for 3D content creation. Project page: https://nju-
3dv.github.io/projects/matrix3d.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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1. Introduction
Photogrammetry is a crucial technology for reconstruct-
ing 3D scenes from 2D images. However, the traditional
photogrammetry pipeline has two significant weaknesses.
First, it typically requires a dense collection of images–
often hundreds–to achieve robust and accurate 3D recon-
struction, which can be troublesome in practical applica-
tions. Second, the pipeline involves multiple processing
stages that utilize completely different algorithm blocks,
including feature detection, structure-from-motion (SfM),
multi-view stereo (MVS), and etc. While each step is an
independent task that requires unique algorithm, they are
not correlated or jointly optimized with one another, which
can result in suboptimal outcomes and accumulated errors
throughout this multi-stage process.

The first challenge is commonly tackled by combining
reconstruction with generation [29, 49, 92, 115], where
denser RGB images are generated by diffusion models con-
ditioned on sparse inputs. In practice, however, when there
are more than one input image, it is challenging to obtain
accurate relative poses of them since they often come with
low overlaps. The second challenge has not yet been exten-
sively addressed. Representative works are PF-LRM [110]
and DUSt3R [111], which use single feed-forward mod-
els to perform both pose estimation and scene reconstruc-
tion. They are thus end-to-end optimizable and eliminate
the need of multi-stage processing.

Inspired by previous methods, we try to take one step
further and tackle these two challenges together, by building
a unified model that can do multiple photogrammetry sub-
tasks, including pose estimation, depth estimation and novel
view synthesis (for sparse view reconstruction). We call this
model Matrix3D, featuring an all-in-one generative model
designed to support various sub-tasks in photogrammetry,
through altering input/output combinations. At its core,
Matrix3D represents data of all modalities using unified 2D
representations: camera geometries are encoded as Plücker
ray maps, while 3D structures are presented as 2.5D depth
maps. This makes it possible to leverage the capabilities of
modern image generative models. We extend the diffusion
transformer into a multi-view, multi-modal framework, ca-
pable of generating all necessary modalities. Inspired by
the principles of masked auto-encoder (MAE), our model
is trained by randomly masking inputs, while predicting the
remaining unseen observations. This masking learning de-
sign not only effectively manages varying degrees of input
sparsity, but also substantially increases the volume of avail-
able training data by utilizing partially complete data sam-
ples such as bi-modality image-pose and image-depth pairs.

With the densified camera / image / depth predic-
tions generated by Matrix3D, a 3D Gaussian Splatting
(3DGS) [45] optimization can be applied to produce the fi-
nal output, where depth maps are back-projected into 3D

point clouds for 3DGS initialization.
In summary, our key contribution is the unified diffusion

transformer model that has flexible input/output configura-
tions and enables several tasks in photogrammetry process.
The proposed method eliminates the need for multiple task-
specific models, streamlining the photogrammetry process
with one single model. Extensive quantitative and quali-
tative experiments, demonstrate the state-of-the-art perfor-
mance of our methods compared with existing task-specific
approaches.

2. Related Work
Photogrammetry, also known as image-based 3D recon-
struction, is a foundational pillar in the field of 3D vision.
A typical photogrammetry pipeline consists of several crit-
ical sub-steps. Below, we provide an overview of the most
relevant works related to image-based 3D reconstruction.

Structure-from-Motion (SfM) is a classical approach
for simultaneously recovering sparse 3D structures and esti-
mating camera poses from multiple overlapping 2D images.
These pipelines [17, 18, 35, 87] typically begin with camera
parameter estimation through feature matching [5, 34, 63,
83] across images, followed by bundle adjustment to jointly
optimize the 3D point cloud and camera poses. Recent ad-
vances have focused on enhancing the robustness of SfM
through learning-based feature extractors [21, 24, 65, 80],
improved image-matching techniques [12, 56, 86, 96], and
neural bundle adjustment [53, 55, 108, 117]. However, chal-
lenges still persist in sparse input scenarios, though gradu-
ally alleviated. Limited observations still introduce multi-
view ambiguity and performance degradation.

Multi-view Stereo (MVS) builds upon the camera poses
obtained by SfM to create dense 3D geometry. Tradi-
tional MVS methods [26, 27, 37, 88] depend on hand-
crafted features and engineered regularizations to build
dense correspondences and recover 3D points [25, 48], vol-
umes [25, 46, 90], or depth maps [8, 27, 102]. Learning-
based methods [14, 31, 127, 128, 134] offer more power-
ful reconstruction with improved completeness and general-
ization capabilities. Typically, these methods assume well-
calibrated camera parameters, which limits their robustness
and applicability in real-world scenarios where calibration
may be imprecise or unavailable.

Sparse-view Pose Estimation is extremely challenging
due to the limited overlap between input images, making
it difficult for traditional methods [69, 94] to build corre-
spondences. Recent research has explored various strate-
gies to address these ambiguities and predict relative poses
from sparsely sampled images, including energy optimiza-
tion [52, 93], exploiting synthetic data [43], leveraging data
priors [107], and applying probabilistic models [13, 136].
Recently, RayDiffusion [137] employs ray-based cameras
and diffusion methods to model pose distributions, while
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Figure 2. We train the Matrix3D by masked learning. Multi-modal data are randomly masked by noise corruption. Observations (green)
and noisy maps (yellow) are fed into the encoder and the decoder respectively. By attaching the view and modality information to the clean
and noisy inputs via different positional encodings, the model learns to denoise the corrupted maps and generate the desired outputs.

PF-LRM [110] and DUSt3R [111] predict point maps in
reference frames and recover poses using PnP algorithms.

Feed-forward RGB-to-3D approaches aim to directly
infer 3D representations from single or a few RGB images
via feed-forward models, without requiring per-scene opti-
mization. These methods leverage strong 3D priors learned
from large-scale object-level [11] or larger datasets [19] to
address inherent ambiguities. Pre-trained geometry models,
such as monocular depth predictors [6, 77, 78, 130], are usu-
ally adopted to further improve robustness. Recently, peo-
ple proposed feed-forward methods [40, 49, 99, 116, 121,
138] which combines large transformer models to directly
map RGB images into 3D representations [9, 28, 54]. While
these methods enable efficient 3D generation, their results
remain less accurate than optimization-based methods.

3D Generation with 2D Priors refers to methods that
use pre-trained 2D vision models to guide 3D generation.
DreamFusion [73] first proposed Score Distillation Sam-
pling (SDS) to synthesize NeRFs from text by iteratively
distilling knowledge from text-to-image diffusion models.
Subsequent research has enhanced performance by improv-
ing distillation strategies [15, 33, 42, 98, 112, 133, 135]
or fine-tuning 2D diffusion models with camera condition-
ing [10, 30, 58, 59, 76, 85, 115]. Recent studies have shown
that fine-tuning the model to generate multi-view images
simultaneously [57, 91, 92, 100, 123] provides stronger pri-
ors. Beyond SDS, researchers also explored offline 3D re-
construction [29, 60, 61, 64] directly from the generated
multi-view information. Moreover, fine-tuning video dif-
fusion models, which inherently encode 3D knowledge, has
emerged as a promising approach [32, 47, 67, 104], though
their higher computational demands remain a challenge.

Masked Learning has achieved significant success in

pre-training tasks for NLP [7, 44, 74, 75] and computer vi-
sion [2, 36, 50]. These methods are proven to capture high-
level semantics by masking parts of input and training mod-
els to reconstruct the masked contents. Recent research has
extended this idea to multi-view image settings [113, 114],
demonstrating improvements in downstream tasks like opti-
cal flow and stereo matching. In this work, we further apply
masked learning to multi-view and multi-modal training to
develop an all-in-one photogrammetry model.

3. Method
In this section, we introduce Matrix3D, an all-in-one pho-
togrammetry model for unified 3D reconstruction and gen-
eration. In the following, we describe the details of the
framework design (Section 3.1), masking strategies (Sec-
tion 3.2), dataset preparation (Section 3.3), training setup
(Section 3.4), and downstream tasks (Section 3.5).

3.1. Multi-Modal Diffusion Transformer

As demonstrated in Section 1, our framework is designed
around three key principles: a unified probabilistic model,
flexible I/O, and multi-task capability. The emerging diffu-
sion transformer (DiT) [71] offers an ideal foundation, with
its transformer architecture naturally supporting flexible I/O
configurations and multi-modal fusion.
Network architecture. The proposed model consists of
two novel components compared with a standard image
DiT model: a multi-view encoder and a multi-view decoder
D. The encoder processes conditioning data from multi-
ple views across different modalities (i.e., RGB, poses and
depth), and embeds them into a shared latent space, en-
abling better cross-view and cross-modal feature integra-
tion. Similarly, the decoder processes noisy maps corre-
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sponding to different targets at different diffusion times-
tamps. The latent codes from different views and modali-
ties are concatenated sequentially and passed through trans-
former layers to capture correspondence across views and
modalities. Both the encoder and decoder are composed
of multiple self-attention blocks, with the decoder addition-
ally incorporating a cross-attention block after each self-
attention layer to enable communication between condi-
tioning inputs and generated outputs. Our diffusion model
is built upon the pre-trained Hunyuan-DiT [51] architec-
ture with the aforementioned module modifications. In
our experiments, the maximum number of views is set to
8, though this number can be further extended subject to
computation budget. Mathematically, let xc denotes multi-
view/modality conditions, xg,t the desired generation cor-
rupted by noise ϵ at time t, and x0 the groundtruth. The
diffusion model is trained using v-prediction [84] loss:

L = Ex0,ϵ,t,y

[
∥D(E(xc),xg,t, t)− v∥2

]
, (1)

v = αtϵ− σtx0. (2)

Multi-modality encoding. To handle multiple modali-
ties, we apply modality-specific encoding methods before
feeding the data into transformers. Specifically, the VAE
from SDXL [72] is used to encode RGB images into low-
dimensional latent space. For camera poses, we follow Ray-
Diffusion [137] to represent cameras as Plücker ray maps,
which naturally takes the form of image-like 2D data. For
depth modality, our model adopts multi-view aligned depth
(i.e., affine-invariant depth), which would be converted into
disparities (i.e., the inverse of depth) to ensure a more com-
pact data range. Additionally, a fixed shift and scale factor
is applied to regularize ray maps and depth maps so that
their distribution is closer to standard Gaussian distribution,
as required by the diffusion process [39].

Positional encoding. We incorporate three types of po-
sitional encodings to preserve spatial relationships across
viewpoints, patch token positions, and modalities. Specif-
ically, we apply Rotary Positional Embedding (RoPE) [95]
to encode the positions of individual patch tokens because
we care more about their relative position, while apply ab-
solute sinusoidal positional encoding [22] to viewpoints
and modalities, each with different base frequencies, be-
cause we only need to distinguish between different view
or modality IDs.

3.2. Masked Learning

Unlike masked autoencoders (MAE), which mask portions
of a single image, we extend this concept to the image level
across multi-view, multi-modal settings, following a similar
approach to 4M [68], to enable flexible I/O configurations.
By masking specific views or modalities, the model learns

to predict the missing content during both training and in-
ference, facilitating dynamic and adaptable task handling.
Training strategy. During training, in addition to the stan-
dard fully random masking strategy, we apply task-specific
assignments. Specifically, we divide the training tasks into
novel view synthesis, pose estimation, and depth prediction,
along with the full random tasks, following a 3:3:3:1 ratio.
We adopt a multi-stage training strategy: first training on 4-
view models at 256 resolution, followed by 8-view models,
and finally on 8-view models at 512 resolution. Following
Hunyuan-DiT [51], we use v-prediction [84] as training ob-
jective. We adopt a 10% probability of dropping conditions
to enable classifier-free guidance (cfg) [38].

3.3. Dataset Preparation

Training data. We train Matrix3D on a mixture of six
datasets: Objaverse [19], MVImgNet [132], CO3D-v2 [79],
RealEstate10k [141], Hypersim [81], and ARKitScenes [4].
The first three datasets are indoor and object-centric, while
the latter three cover large-scale indoor and outdoor scenes.
Note that not all datasets provide all modalities and we use
the available modalities for each dataset accordingly.
Normalization. Due to the highly diverse distributions of
existing datasets, including variations in scale and scene
type, preprocessing them consistently poses a challenge. To
address this, we apply scene normalization and camera nor-
malization. Please check the supplementary for details.
Incomplete depth. Real-world datasets often provide in-
complete depth. A default solution to use these data is dis-
carding patches with invalid pixels, which results in low
data utilization. Instead, we concatenate valid masks to all
the depth maps for both condition maps and noisy maps,
and let the model learn how to discard invalid pixels. This
also allow us to utilize sparse depth input during inference.

3.4. Training Setup

We initialize our model with pre-trained Hunyuan-DiT
checkpoints [51]. In the first stage, we train the model for
180K steps with a learning rate of 1e-4 on 64 NVIDIA A100
80G GPUs. In the latter two stages, we train the model for
20K steps for each stage with a learning rate of 1e-5 on 128
GPUs. The entire training takes approximately 20 days.

3.5. Downstream Tasks

Reconstruction tasks as modality conversions. The Ma-
trix3D model is able to perform multiple downstream tasks
including pose estimation, multi-view depth estimation,
novel view synthesis, or any hybrid of these tasks. By feed-
ing any combination of conditional information and the de-
sired output maps as noise, the model denoises the outputs
according to the learned joint distribution. For example,
pose estimation can be conducted by providing images of all
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Figure 3. Sparse-view pose estimation results on CO3D dataset. The black axes are ground-truth and the colored ones are the estimation.
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Figure 4. Qualitive evaluation results of novel view synthesis from single images on GSO and ARKitScenes dataset: a) random novel
views; b) and c) follow the view configuration of SyncDreamer and Wonder3D respectively; d) indoor scenes from ARKitScenes dataset.
Note that our method supports NVS of arbitrary poses.

input views, the identity camera pose for the reference view,
and noisy ray maps for other views; novel view synthesis
can be formulated as providing posed images for all refer-
ence views, ray maps for the novel views, and noisy novel-
view images. Moreover, our model allows any reasonable
input/output combinations, which cannot be achieved by
previous task-specific models. For example, Matrix3D can
achieve better results during NVS and pose estimation if
depth maps are additionally provided.

3DGS Optimization. In this section, we describe how to
utilize our model for single or few-shot image reconstruc-
tion. We first use the Matrix3D model to complete multi-
modality input (images/poses/depth maps) and also the im-
age viewpoints. For few-shot inputs, we 1) estimate their
camera poses, which can only be achieved by external meth-

ods in previous few-shot reconstruction systems; 2) esti-
mate depth for the inputs as an initialization for 3DGS op-
timization; 3) synthesize novel views for stabilizing 3DGS
optimization. For single input, we 1) synthesize more im-
ages to reach 8 key views with relatively large baselines to
have an overall coverage of the target object or scene; 2) es-
timate depth maps for these key views; 3) synthesize novel
views to interpolate the key images. Finally, we forward
all the previous results to an open-source 3DGS reconstruc-
tion [97] with several modifications. It is noteworthy that
the 3DGS reconstruction is specially tailored to mitigate the
multi-view inconsistency among the generated images.

Please check the supplementary materials for more de-
tails about architectures, data pre-processing, training, and
3DGS optimization designs.
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Metrics Relative Rotation Accuracy @ 15◦(↑,%) Camera Center Accuracy @ 0.1 (↑,%)

# of Images 2 3 4 5 6 7 8 2 3 4 5 6 7 8

COLMAP (SP+SG) [87] 31.3 29.0 27.3 27.6 28.0 29.3 31.9 100.0 34.8 24.1 19.1 16.0 15.0 15.7
PoseDiffusion [107] 73.6 74.3 74.6 75.4 76.0 76.7 76.9 100.0 75.1 66.4 62.5 60.2 59.1 58.1
RelPose++ [52] 79.8 80.8 82.0 82.7 83.0 83.4 83.7 100.0 82.5 74.7 70.7 68.2 66.5 65.0
DUSt3R [111] 85.6 88.6 90.1 90.7 91.3 91.7 92.0 100.0 87.8 83.9 81.3 80.3 80.1 79.2
RayDiffusion [137] 90.4 91.2 91.5 91.9 92.1 92.3 92.4 100.0 93.1 88.9 86.0 84.1 82.8 81.9

Ours RGB Only 95.6 96.0 96.3 96.5 96.5 96.3 96.1 100.0 93.5 91.7 90.6 90.0 89.1 87.8
Ours RGB + Depth 95.8 96.3 96.2 96.5 96.5 96.4 96.3 100.0 93.8 92.0 91.5 91.0 90.4 89.5

Table 1. Pose evaluation on CO3D. The percentage of relative rotations within 15 degrees and camera center errors within 10% of the
groundtruth scene scale are reported. The best results are in bold and the second bests are underlined.

View Settings Methods PSNR ↑ SSIM ↑ LPIPS ↓
ϕ ∈ {0◦, 360◦}

θ = 30◦
SyncDreamer [60] 19.22 0.82 0.16
Ours 20.45 0.86 0.16

ϕ ∈ {0◦, 360◦}
θ = 0◦

Wonder3D [61] 13.28 0.78 0.33
Ours 18.97 0.86 0.18

ϕ ∈ {0◦, 360◦}
θ ∈ {30◦,−20◦}

InstantMesh [119] 13.78 0.80 0.25
Ours 18.66 0.85 0.19

ϕ ∈ {0◦, 360◦}
θ ∈ {−90◦, 90◦}

Zero123 [59] 17.56 0.80 0.18
Zero123-XL [20] 18.75 0.81 0.17
Ours 18.87 0.85 0.21
Ours +Depth 19.16 0.86 0.19

Table 2. Novel view synthesis (diffusion samples) evaluation on
GSO. Results are grouped by different view settings because some
methods uses fixed poses. Best results are in bold and the second
best are underlined. ϕ and θ denote azimuth and elevation angles.

Method δ1↑ δ2↑ δ3↑ AbsRel↓ log10↓ RMS↓
Metric3D v2 [41, 131] 0.969 0.992 0.996 0.064 0.039 75.538
Depth Anything v2 [124, 125] 0.950 0.992 0.997 0.077 0.045 85.188

Ours CFG=1.5 0.985 0.997 0.999 0.036 0.023 47.806
Ours w/o CFG 0.992 0.999 1.000 0.038 0.022 40.214

Table 3. Quantitative evaluation of monocular metric depth pre-
diction tasks on DTU. The best results are in bold.

4. Experiments

In the following, we present the experiment results of dif-
ferent photogrammetry tasks.

4.1. Pose Estimation

We first evaluate our model for pose estimation under sparse
views on the CO3D dataset. The proposed model is com-
pared with multiple types of previous works: 1) traditional
SfM: COLMAP [87]; 2) discriminative neural networks:
RelPose++ [52] and DUSt3R [111]; 3) generative neural
networks: PoseDiffusion [107] and RayDiffusion [137].

We evaluate two metrics: relative rotation accuracy and
camera center accuracy following RayDiffusion. For each
scene, we estimate all 7 source views out of 8 views in one
batch. The metrics are evaluated in a pair-wise manner. Our
method outperforms other baselines by a significant mar-
gin (Table 1). Figure 3 also presents a qualitative compar-
ison between our predictions and ground truth poses. Our
method performs better by a large margin than all baselines.

4.2. Novel View Synthesis

In this section, we benchmark novel view synthesis task
on diffusion samples on GSO [23] dataset against prior
multi-view diffusion methods, including Zero123 [59],
Zero123XL [20], SyncDreamer [60], Wonder3D [61], and
InstantMesh [119]. For methods generating novel views
at fixed camera poses, we follow their view configuration
and use different rendered ground truths when comparing
with them. For methods allowing arbitrary view synthe-
sis, we render 32 random viewpoints for evaluation. PSNR,
SSIM, and LPIPS are adopted as evaluation metrics. Fig-
ure 4 shows qualitative results on CO3D and ARKitScenes
dataset. The quantitative results are shown in Table 2. Our
method achieves the best results for most of the metrics.

4.3. Depth Prediction

Monocular Depth Prediction. We first evaluate our model
on the monocular metric depth prediction task. Although
our model is trained on at least two views, we found that
it can still predict high-quality depth from single images.
Table 3 shows the comparison against Metric3D v2 [41]
and Depth Anything v2 [125]. We adopt the IDR [129]
subset of the DTU dataset, and metrics following previous
methods [41] to evaluate all methods. All methods are not
trained on the DTU dataset. Our method performs signif-
icantly better than the baselines. Qualitatively, we found
that monodepth methods often produce distorted geometry
which cannot be recovered by global linear alignment. This
may be resulted from focal ambiguity issue and large do-
main gap between object-centric and open-scene data.

Multi-view Depth Prediction. We then evaluate Matrix3D
on the multi-view stereo depth prediction task. We evaluate
it on the DTU [1] dataset. Following DUSt3R, we com-
pute the Absolute Relative Error (rel) and Inlier Ratio on all
test sets. Table 4 shows the quantitative results. We also
back-project the depth maps to point clouds (with and with-
out pose input) and evaluate their Chamfer distance to the
ground truths. Quantitative results on DTU are shown in Ta-
ble 5. More details about the conversion from depth maps
to point clouds can be found in the supplementary material.
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Methods Pose Range Int. Align rel↓ τ ↑

(a) COLMAP [87, 88] ✓ × ✓ × 0.7 96.5
COLMAP Dense [87, 88] ✓ × ✓ × 20.8 69.3

(b)
MVSNet [127] ✓ ✓ ✓ × (1.8) (86.0)
MVSNet Inv. Depth [127] ✓ ✓ ✓ × (1.8) (86.7)
Vis-MVSNet [134] ✓ ✓ ✓ × (1.8) (87.4)
MVS2D DTU [126] ✓ ✓ ✓ × (3.6) (64.2)

(c)

DeMon [103] × × ✓ ∥t∥ 21.8 16.6
DeepV2D [101] × × ✓ med 7.7 33.0
DUSt3R 224 [111] × × × med 2.76 77.32
DUSt3R 512 [111] × × × med 3.52 69.33

(d)

DeMon [103] ✓ × ✓ × 23.7 11.5
Deepv2D [101] ✓ × ✓ × 9.2 27.4
MVSNet [127] ✓ × ✓ × (4429.1) (0.1)
MVSNet Inv. Depth [127] ✓ × ✓ × (28.7) (48.9)
Vis-MVSNet [134] ✓ × ✓ × (374.2) (1.7)
MVS2D DTU [126] ✓ × ✓ × (1.6) (92.3)
Robust MVD Baseline [89] ✓ × ✓ × 2.7 82.0
Ours ✓ × ✓ × 1.83 85.45

Table 4. Quantitative evaluation of multi-view metric depth pre-
diction tasks on DTU. The methods are categorized into: a) tradi-
tional methods; b) with poses and depth range; c) without poses
and depth range, but with alignment; and d) with poses, without
range and alignment. Parentheses refers to training on the same
set. The best results are in bold. Results of other methods are
reported in DUSt3R [111].

Input ImageDream CAT3D Ours View 1 View 2

Figure 5. Monocular 3D reconstruction. Additional novel view
renderings of our method are shown in the last two columns.

Here we mainly discuss DUSt3R and our method which
regress 3D information from images by a network archi-
tecture without any 3D-specific operations. We found that
the results of our method is better than DUSt3R for depth
maps, but is worst for point cloud. Given that our method
also achieves higher pose estimation accuracy, one possible
reason is that DUSt3R is supervised directly by point po-
sitions. So it can achieve good point cloud evaluation, but
fails for the two decoupled tasks. Overall, these two meth-
ods cannot achieve the same accuracy level as the methods
with 3D domain knowledge embedded. But the results are
accurate enough to serve as good 3DGS initialization.

4.4. 3D Reconstruction

Monocular. In the following, we evaluate the 3D recon-
struction performance from single images. Specifically, we

Methods GT cams Acc.↓ Comp.↓ Overall↓

(a)

Camp [8] ✓ 0.835 0.554 0.695
Furu [25] ✓ 0.613 0.941 0.777
Tola [102] ✓ 0.342 1.190 0.766
Gipuma [27] ✓ 0.283 0.873 0.578

(b)

MVSNet [127] ✓ 0.396 0.527 0.462
CVP-MVSNet [122] ✓ 0.296 0.406 0.351
UCS-Net [16] ✓ 0.338 0.349 0.344
CIDER [120] ✓ 0.417 0.437 0.427
CasMVSNet [31] ✓ 0.325 0.385 0.355
PatchmatchNet [105] ✓ 0.427 0.277 0.352
Vis-MVSNet [134] ✓ 0.369 0.361 0.365
CER-MVS [66] ✓ 0.359 0.305 0.332
GeoMVSNet [140] ✓ 0.331 0.259 0.295

DUSt3R [111] × 2.677 0.805 1.741
Ours × 3.261 1.170 2.266
Ours ✓ 2.930 1.265 2.098

Table 5. Quantitative evaluation of point clouds back-projected
from multi-view metric depths on DTU. The methods are catego-
rized into: a) traditional methods and b) learning-based MVS. The
best results are in bold. Results of other methods are reported in
DUSt3R [111].

Method CLIP (Image) ↑
ImageDream [109] 83.77 ± 5.2
One2345++ [57] 83.78 ± 6.4
IM3D [67] 91.40 ± 5.5
CAT3D [29] 88.54 ± 8.6
Ours 88.76 ± 7.2

Method PSNR ↑ SSIM ↑ LPIPS ↓
Zip-NeRF [3] 14.34 0.496 0.652
ZeroNVS [85] 17.13 0.581 0.566
ReconFusion [115] 19.59 0.662 0.398
CAT3D [29] 20.57 0.666 0.351
Ours 20.02 0.633 0.396

Table 6. Quantitative evaluation of monocular (left) and posed
few-shot (right) 3d reconstruction. The best results are in bold
and the second bests are underlined.

CAT3D OursInput Reconfusion OursGT

Figure 6. Sparse view 3D Gaussian Splatting reconstruction re-
sults from 3-view images input on CO3D dataset.

compare Matrix3D with diffusion-based optimization meth-
ods including ImageDream [109], One2345++ [57], IM-
3D [67], and CAT3D [29] in terms of CLIP scores follow-
ing CAT3D. Figure 5 and Table 6 illustrate the comparisons.
Our method achieves comparable results to SOTA methods.

Sparse-view. We perform 3D reconstruction from sparse-
view unposed images. Although previous methods have
made similar attempts, they require given poses which is
challenging to estimate for traditional SfM methods in the
case of sparse view, and just use ground truth for exper-
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Figure 7. Unposed sparse-view 3D reconstruction results.

iments, leaving pose estimation problem unsettled. Our
framework seamlessly integrates the pose estimation and
reconstruction process into a single pipeline. Figure 7
shows the results of unposed 3-view images from CO3D
and ARKitScene datasets. The reconstruction process can
be found in Sec. 3.5. Results show that our method success-
fully performs the reconstruction given unposed images.

We also evaluate the task using ground truth poses as
input. Following previous methods, we conduct 3-view
reconstruction experiments on the same train/test split of
the CO3D dataset, as done in CAT3D[29]. We use PSNR,
SSIM, and LPIPS to evaluate performance (Table 6). Fig-
ure 6 shows the comparisons. Note that we use fewer than
half of the novel views employed in CAT3D for reconstruc-
tion. Our method performs slightly worse than CAT3D, pri-
marily due to the smaller number of views used for 3DGS
training. Additionally, while our reconstruction method can
be run on a single GTX 3090 GPU, CAT3D requires 16
A100 GPUs, making it impractical for most users.

4.5. Hybrid Tasks

One major advantage of multi-modal masked learning is
that the model can accept flexible input combinations. If
additional information is provided, the model knows how
to take advantage of them, and thus produces better out-
puts. We show this quantitatively by adding depth ground
truth to the NVS and the pose estimation tasks mentioned
above. For pose estimation, as shown by Table 1, Ours

RGB+Depth consistently outperforms Ours RGB Only in
terms of camera center accuracy. One possible reason is
that depth information mitigates scale ambiguity. For NVS,
as shown by Table 2, Ours+Depth also achieves better re-
sults than Ours. Intuitively, depth maps provide parital ge-
ometry, and thus facilitate NVS. In application, users can
utilize depth measurement from active sensors to boost the
performance of these two tasks.

5. Conclusion
In this paper, we introduced Matrix3D, a unified model
that effectively addresses multiple photogrammetry tasks
including pose estimation, depth prediction, and novel view
synthesis using a multi-modal diffusion transformer (DiT).
By employing a mask learning strategy, Matrix3D supports
flexible input/output combinations, and maximizes training
data from incomplete datasets. Through multi-round, multi-
view, multi-model interactive generation, users can perform
single or few-shot generation with one single model. Exten-
sive experiments show that Matrix3D achieves SOTA per-
formance in pose estimation and novel view synthesis tasks,
showing its versatility on photogrammetry applications.
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