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Abstract

Generating targeted universal perturbations for multi-label
recognition is a combinatorially hard problem that requires
exponential time and space complexity. To address the prob-
lem, we propose a compositional framework. We show that
a simple independence assumption on label-wise univer-
sal perturbations naturally leads to an efficient optimiza-
tion that requires learning affine convex cones spanned
by label-wise universal perturbations, significantly reduc-
ing the problem complexity to linear time and space. Dur-
ing inference, the framework allows generating universal
perturbations for novel combinations of classes in con-
stant time. We demonstrate the scalability of our method
on large datasets and target sizes, evaluating its perfor-
mance on NUS-WIDE, MS-COCO, and OpenImages using
state-of-the-art multi-label recognition models. Our results
show that our approach outperforms baselines and achieves
results comparable to methods with exponential complex-
ity. The code is available at https://github.com/hassan-
mahmood/UMLLAttacks.git

1. Introduction
Deep neural networks have been very successful at image-
recognition, demonstrating high accuracy in various appli-
cations. However, they are also vulnerable to adversarial at-
tacks [9, 25, 30, 31, 43, 74, 84, 86], where small changes to
the input image can cause the model to misclassify the im-
age. Notably, Moosavi-Dezfooli et al. [67] discovered that
a single perturbation, called universal adversarial perturba-
tion (UAP), can be crafted to misclassify a large number of
images. This motivated a large body of work on generating
universal adversarial attacks [7, 36, 38, 65, 69, 110].

Existing works on adversarial attacks have mainly fo-
cused on multi-class recognition (MCR) whose goal is to
identify a single class in an image. On the other hand,
many real-world applications require identifying all classes
in an image e.g., document classification [75], scene un-
derstanding [85], facial attribute recognition [26], image
annotation [15], human-object interaction [33], and sev-
eral safety and security-critical applications e.g., recogniz-
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Figure 1. Targeted Multi-Label Universal Perturbations.
Our framework allows composing (shown as ) different label-
specific universal perturbations (‘Animal’,‘Person’,‘Vehicle’) to
attack multiple classes together. These perturbations, once added
(shown as ) to an image, cause target labels to be misclassified.

ing diseases [24], autonomous driving [47], and surveil-
lance [57, 108]. Therefore, the goal of multi-label learn-
ing (MLL) is to identify all labels present in an image
[14, 20, 23, 39, 40, 55, 77, 100, 115]. Given the increasing
number of applications relying on MLL, it is crucial to un-
derstand the internal workings of the MLL models, identify
their vulnerabilities, and make them robust. Recently, MLL
models have been shown to be vulnerable to adversarial at-
tacks [1, 2, 42, 63, 88], yet the vulnerability of MLL sys-
tems against univeral perturbations has not been explored.

Crafting universal perturbations for MCR and MLL have
fundamental differences due to the distinct structuring of
decision boundaries in these problems. In MCR, a univer-
sal perturbation to turn off a label in images will result in
the prediction of another label. Conversely, in MLL, multi-
ple labels can co-exist, and the objective of an attack might
be to misclassify any subset of these labels either by turning
the labels off or on (see Fig. 2). In MLL, any combination
of labels can be present in images. For the label set C, there
are 2|C| possible combinations of labels. Universal pertur-
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bations identify specific directions in the input space where
the classifier is consistently vulnerable to attacks. What
makes this particularly concerning in multi-label learning
is that there can be exponentially many directions in the in-
put space to attack the model - corresponding to different
combinations of labels.

One approach for generating universal perturbations for
MLL is to generate universal vectors that flip the prediction
of all or most labels. However, in practice, the adversary
usually seeks to modify a specific small set of labels while
keeping the prediction of others unchanged (see Fig. 1).
This is called the targeted attack and requires learning 2|C|

distinct universal perturbation vectors. Learning each such
universal vector requires iterating through the dataset, re-
sulting in an exponential time and space complexity.

Existing universal perturbation methods focus on MCR
setting [7, 8, 60]. Adapting these methods to MLL would
require learning a separate universal perturbation for each
possible label combination, incurring exponential complex-
ity. Although one could learn label-wise independent per-
turbations, no effective method exists to combine them for
attacking specific label combinations. We empirically show
that naively combining them does not lead to successful at-
tacks. Similarly, generative attack approaches [27, 69, 76]
would be ineffective for unseen label combinations.

Contributions. In this paper, we develop an efficient
method for crafting targeted universal adversarial attacks on
multi-label learning (MLL) models, addressing the afore-
mentioned combinatorial complexity problem. Our key as-
sumption is to generate a universal attack on a target set as
a composition of universal label-wise attacks of the target
labels (see Fig. 1). Based on this assumption, we derive
a formulation which requires learning affine convex cones
spanned by label-wise universal vectors. Our formulation
requires linear training time complexity and after trained,
the universal perturbation to attack any combination of la-
bels can be composed in constant time using the label-wise
attack vectors. Our key contributions are:
• Existing MCR-based approaches are not inherently de-

signed to attack multiple targeted labels for MLL models.
Our work is the first to address this gap, offering an effi-
cient and principled solution for MLL setting;

• Our proposed framework to learn targeted universal per-
turbations for MLL has linear time and space complexity
and constructs attacks on any target set in constant time,
while achieving performance comparable to the existing
oracle methods with exponential complexity;

• Our results visualize and provide deeper understanding of
the universal adversarial regions learnt by our method;

• We evaluate our method on NUS-WIDE, MS-COCO,
and OpenImages benchmark datasets using state-of-the-
art multi-label learning models against various baselines,
showing the effectiveness of our method.

2. Related Works

2.1. Multi-Label Recognition
There has been significant recent interest in multi-label
learning due to its applications in various tasks. In MLL,
the goal is to identify all concepts/labels in an image. This is
particularly a harder task than multi-class recognition, since
there can be exponentially many possible combinations of
classes present in an image and can be related to each other.
To address this problem, early works [90, 97] considered in-
dependent binary classifiers to classify the presence or ab-
sence of each class. However, since such a method does
not consider the correlations among labels, several other
approaches have been proposed that exploit label correla-
tions or external knowledge [13, 18, 34, 45, 49, 51, 70, 94–
96, 98, 101, 105–107, 113, 118], or use graphical models
[50, 52]. More recent works use attention mechanism or
novel loss functions to consider the positive and negative
sample imbalance [6, 17, 53, 54, 58, 93, 112].

2.2. Adversarial Attacks
Adversarial attacks [3, 12, 81, 89, 99] have gained a lot of
attention as they identify the key vulnerability of deep neu-
ral networks (DNNs) to small imperceptible changes in the
input. Researchers have explored various ways that attack-
ers can manipulate data to fool models and developed sev-
eral defenses to counter these attacks [4, 5, 10, 11, 19, 21,
22, 28, 29, 35, 46, 62, 71–73, 78, 82–84, 91, 92, 102, 114].
Based on the attacker’s objective and the target setting, the
adversarial attacks can be categorized in different ways,
such as targeted and untargeted attacks, white-box (which
assume full access to the target model parameters) and
black-box attacks (no access to the model parameters), or
instance-specific and instance-agnostic attacks.

2.3. Universal Adversarial Attacks
In instance-specific attacks, the perturbations are gener-
ated and targeted for each input image, whereas, instance-
agnostic attacks [38, 65, 69] generate a single universal per-
turbation that can fool all input instances. These universal
adversarial perturbations(UAPs) can be untargeted or tar-
geted. The goal of the untargeted universal perturbation
is to perturb any image such that it is misclassified by the
target model [67, 76]. In the targeted case, the goal is to
learn the universal perturbation such that it misclassifies any
given image to a specific class [7, 110]. Universal perturba-
tions were first proposed by Moosavi-Dezfooli et al. [67]
and were generated by iteratively computing and aggregat-
ing perturbations using DeepFool [66] across multiple in-
puts. Since then, several methods have been proposed to
learn better universal perturbations [60, 109–111]. To learn
UAPs with better generalization, Liu et al. [59] proposed
a gradient aggregation method to address gradient vanish-
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Figure 2. In multi-label recognition, images can have any combination of labels present, leading to a combinatorial explosion in possible
universal perturbations. Traditional methods (shown on the left) require exponential time and space complexity to learn perturbations for
all class combinations. Our approach (shown on the right) reduces this complexity by learning |C| affine convex cones, each representing
a region of universal perturbations for a specific class. This allows us to efficiently generate perturbations for any combination of classes.

ing problem and Li et al. [48] proposed to utilize instance-
specific attack method to generate dominant UAPs.

2.4. Multi-Label Adversarial Attacks
Many recent works have studied adversarial attacks for
multi-label recognition models [41, 61, 103, 104, 116, 117].
Song et al. [87] proposed white-box multi-label attack
framework and Hu et al. [32] proposed to exploit ranking re-
lations to design attacks for top-k multi-label models. Aich
et al. [1] proposed a CLIP-based generative model to gen-
erate multi-object attacks in the black-box setting. Jia et al.
[37] proposed theoretical robustness guarantees to defend
against multi-label adversarial attacks and Melacci et al.
[64] exploited domain knowledge context to detect multi-
label adversarial attacks. Mahmood and Elhamifar [63]
proposed an optimization to address the problem of nega-
tive gradient correlation in generating multi-label attacks.
These works mainly address instance-specific perturbations
for multi-label setting. To the best of our knowledge, only
Hu et al. [32] proposed universal untargeted attack where
a single perturbation was learnt to attack and replace top-k
predicted labels across images. In comparison, we address
the problem of learning targeted universal perturbations to
attack specific combinations of labels.

3. Multi-Label Universal Perturbations
3.1. Problem Formulation
Consider a multi-label classifier F : Rd → R|C| where C is
the set of all labels. For an image x ∈ Rd, let y ∈ {0, 1}|C|
denote the set of its labels, where each entry indicates the
absence (0) or presence (1) of the corresponding label in C
in the image. The classifier F = {F1,F2, . . . ,F|C|} con-
sists of |C| binary classifiers (one for each label), where
Fc(x) ∈ (−∞,+∞) represents the logit of label c. The

probability of label c being present in the image is given by
ôc = σ(Fc(x)), where σ(.) is the sigmoid function, hence,
it is considered present (1), if ôc ≥ 0.5, and absent (0) oth-
erwise. We assume that F has already been trained on a set
of images. Let Ω ⊆ C denote the set of target labels that we
want to attack. Our goal is to generate a a targeted universal
perturbation for Ω.

3.2. Multi-Label Universal Perturbations
We want to find a single (universal) perturbation vector, uΩ,
that can attack a set of target labels in Ω in any image x con-
taining them. One can generate such a vector by maximiz-
ing the expected multi-label learning loss for the labels in
Ω across the training dataset, while restricting the norm of
uΩ (we consider `∞-norm). However, due to correlations
among labels in MLL, attacking the target labels may inad-
vertently affect non-target labels (Ω̄ = C \ Ω). To mitigate
this, we seek to minimize the influence of the universal per-
turbation vector on non-target labels. This requires solving
the following oracle optimization,

P ∗Ω : max
uΩ

∑
k∈Ω

Hk(uΩ)− γ
∑
q∈Ω̄

Rq(uΩ), (1)

whereHk ensures attacking the label k in the target set and
Rq tries to prevent modifying the prediction of non-target
labels using the universal perturbation uΩ. Here, γ is a
scalar hyperparameter setting a trade-off between the two
terms. More specifically, we defineHk andRq as

Hk(uΩ) , E(x,y) Lbce

(
Fk(x+ Πε(uΩ)), yk

)
,

Rq(uΩ) , E(x,y) max
{

0,− tanh
(
Fq(x)Fq(x+ Πε(uΩ))

)}
,

(2)

where Πε projects the input on p-norm ball of radius ε, Lbce

is the binary cross-entropy loss and the expectation is with
respect to samples from the dataset. Therefore, maximiz-
ingHk(uΩ) ensures to find a perturbation that modifies the
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prediction of each target label k. On the other hand, Rk
aims to minimize the influence of the perturbation (uΩ) on
each non-target label q. This is done by incurring a posi-
tive penalty when the signs of the logits for the unperturbed
and perturbed inputs differ from each other. Thus, minimiz-
ing this term leads to the same signs for the logits of each
non-target label before and after the attack.

3.3. Compositional Multi-Label Universal Attacks
(CMLU)

There are 2|C| possible subsets of labels C. Therefore, find-
ing all universal perturbations {uΩ} by independently solv-
ing (1) for each subset Ω leads to the exponential complex-
ity O(2|C|). We develop a compositional multi-label uni-
versal attack (CMLU) that allows us to find any universal
perturbation in linear complexity O(|C|).

Let P(C) denote the power set of C, i.e., the set of all
subsets of C. Our goal is to find all uΩ’s by solving (1) for
every Ω ∈ P(C),∑

Ω∈P(C)

max
uΩ

[∑
k∈Ω

Hk(uΩ)− γ
∑
q∈Ω̄

Rq(uΩ)
]
. (3)

As mentioned above, solving (3) over the power set of C has
exponential complexity. To tackle this problem, we make
the following assumption: each universal perturbation uΩ

can be written as the sum of atomic universal perturbations

uΩ ,
∑
i∈Ω

ui, (4)

where ui is the universal perturbation on the label i. We
also assume that the label-wise universal perturbations are
norm-constrained and mutually orthogonal, i.e., ‖ui‖p ≤ ε

and û>i ûj = 0 for each i 6= j, where û = u/‖u‖2.
Let U =

[
u1 u2 . . . u|C|

]
represent a matrix whose

columns are label-wise universal perturbations and λΩ de-
note a vector whose elements indexed by Ω are one and
other elements are zero. Based on our assumption, we opti-
mize U so that we can construct any uΩ using the columns
of U . Given our assumptions, we can rewrite (3) as

max
U

∑
Ω∈P(C)

∑
k∈Ω

(
Hk(uk+UλΩ\k)− γ

|Ω|
∑
q∈Ω̄

Rq(uk+UλΩ\k)
)
,

s. t. Û
>
Û = I, ‖U‖1,p ≤ ε

(5)

where Û is column-normalized U and ‖U‖1,p =
max1≤i≤|C| ‖ui‖p, is the maximum norm of the columns
ofU . Notice that we wrote uΩ = uk +UλΩ\k for a k that
belongs to Ω, where Ω\k denotes removing k from Ω.

One can see that, for any k ∈ C, there are 2|C|−1 subsets
that contain k. Each of these subsets would contain k and
classes from the powerset P(C\k). We can rewrite (5) as
(see the supplementary materials for derivation details)

max
U

∑
k∈C

∑
Ω∈P(C\k)

(
Hk(uk+UλΩ\k)−η

∑
q∈{Ω̄\k}

Rq(uk+UλΩ\k)
)
,

s. t. Û
>
Û = I, ‖U‖1,p ≤ ε, (6)

where η = γ/|Ω|. The power set of C can be written as the
union of all subsets of C: P(C) ,

⋃|C|
i=0

(C
i

)
where, each(C

i

)
has all the subsets of C of size i. In our case, S ∈

(C
i

)
would represent the indices of the columns of U . So, we
can write the summation across the power set as:

max
U

∑
k∈C

|C|−1∑
t=0

∑
S∈(C\k

t )

(
Hk(uk+UλS)−η

∑
q∈{S̄\k}

Rq(uk+UλS)
)
,

s. t. Û
>
Û = I, ‖U‖1,p ≤ ε, (7)

In (7), for a fixed k and t, λS has exactly t non-zero
elements and S iterates through all possible combinations
of {C\k} of size t. Therefore, the sum across all λS (for
S ∈

(C\k
t

)
) would be equal to the sum across all binary

vectors λ ∈ {0, 1}|C| such that exactly t elements are non-
zero (i.e., ‖λ‖0 = t) and λk = 0. Where, ‖ · ‖0 denotes the
`0-norm, which counts the number of nonzero elements of
the given input. So we can write (7) as

max
U

∑
k∈C

|C|−1∑
t=0

∑
λ∈{0,1}|C|

‖λ‖0=t,λk=0

[
Hk(uk +Uλ)

−η
∑

q∈{C\k}

δ(λq = 0)Rq(uk +Uλ)
]

s. t. Û
>
Û = I, ‖U‖1,p ≤ ε,

(8)

where δ is the indicator function which is 1 if the input con-
dition is True and 0 otherwise. As λ is |C| dimensional, the
second loss term in (8) iterates through each index of λ i.e.,
(q ∈ {C\k}) and computes the loss of label q if λq = 0.

We investigate two ways to approximately solve (8). In
the first approach, we solve the lower bound of (8) as

CMLUα: max
U

∑
k∈C

∑
t∈T

2|C| min
λ∈{0,1}|C|

‖λ‖0=t,λk=0

[
Hk(uk +Uλ)

−η
∑

q∈{C\k}

δ(λq = 0)Rq(uk +Uλ)
]

s. t. Û
>
Û=I, ‖U‖1,p ≤ ε

(9)

Where, T = {0, 1, · · · ,|C|− 1}. (9) requires maximizing
the minimal loss. To solve the inner minimization problem,
for a fixed k and t, we randomly initialize λ and iteratively
update it for a fixed number of iterations. We then project λ
on the feasible set by keeping the largest t values as 1 and
setting the rest to 0. We then keep the λ fixed and solve the
outer maximization in (9) w.r.t. U . In practice, instead of
iterating through all t ∈ T , for each k, we randomly choose
t. The steps are shown in Algorithm 1.

In the second approach, we consider the continuous re-
laxation of λ and approximately solve it by uniformly ran-
domly sampling λ ∈ [0, 1]|C|,

CMLUβ : max
U

∑
k∈C

∑
t∈T

∑
λ∈[0,1]|C|

‖λ‖0=t,λk=0

[
Hk(uk +Uλ)

−η
∑

q∈{C\k}

δ(λq = 0)Rq(uk +Uλ)
]

s. t. Û
>
Û=I, ‖U‖1,p ≤ ε.

(10)
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Eq. (9) and (10) can be explained intuitively. The first
loss term Hk optimizes each label-wise universal perturba-
tion uk such that it is robust to the noise generated by com-
posing other universal perturbations. Specifically, it aims to
maximize the loss of class k, regardless of which other class
universals have been combined. The second term ensures
that uk does not change the prediction of classes whose uni-
versal vectors have not been used in the composition.
Remark: A key aspect of Eq. (9) and (10) is that uk +
Uλ represents points sampled from an affine convex cone.
Specifically, these formulations aim to maximize a function
over points sampled from |C| affine convex cones (gener-
ated by the columns of U ). Consequently, we can interpret
our assumption in (4) as aiming to learn the universal ad-
versarial regions of each class as affine cones, where the
vector uΩ, as outlined in (4), lies at the intersection of the
affine cones of the classes in Ω. This is illustrated in Fig. 2
(right), where Ck and Ci represent convex cones for classes
k and i respectively, and Cik denotes their intersection.

For a comparison among Oracle, CMLUα, and CMLUβ ,
Algorithm 1 shows the steps of a single training epoch of
Oracle of target size |Ω| = 1 and the corresponding steps
for our methods. Note that in general, Oracle has O(

(|C|
|Ω|
)
)

training time complexity, which increases with the size of
Ω. For instance, for |Ω| = 2, the complexity of the Oracle’s
inner loop becomes O(

(|C|
2

)
), as it needs to handle all pos-

sible combinations of classes of a fixed size |Ω|. However,
CMLUα hasO(Nα|C|) and CMLUβ hasO(|C|) complexity
and is independent of |Ω|. Note that the complexity of our
method for learning composable universal perturbations for
all possible target set sizes is equivalent to the complexity of
Oracle trained for |Ω| = 1 (linear in the number of classes).
Oracle requires iterating over the dataset for each combina-
tion of target classes Ω, leading to exponential complexity.

4. Evaluation

4.1. Experimental Setup
Datasets We perform experiments using NUS-WIDE
[16], MS-COCO [56], and OpenImages [44] datasets to as-
sess the effectiveness of our proposed method. We compare
it with oracle and baseline methods. For NUS-WIDE and
MS-COCO, we test target set sizes ranging from 1 to 5 and
for OpenImages, we experiment with larger target set sizes,
going up to 20. Due to the computational expense of learn-
ing oracle model, we choose a subset of labels from each
dataset (25 classes from NUS-WIDE, 40 classes from MS-
COCO, and 100 classes from OpenImages). Even with the
small subset of classes, there can be a large number of possi-
ble combinations e.g., there can be more than 53k combina-
tions of |Ω| = 5 using 25 classes from NUS-WIDE. There-
fore, we perform experiments on a subset of those possible
combinations for each target set size |Ω|. For all of our

Algorithm 1: Algorithms of Oracle, CMLUα, CMLUβ
Input : D: Training Data, F : Classifier, ε: Norm

budget, (ξ, α): Step sizes
Output: U : Learnt Universal Perturbations

1 Randomly initialize U
/* B = {B(k)}|C|k=1, B(k): images of class k */

2 Oracle:
3 for Batch B in D do

/* One iteration through the dataset */

4 for k in C do /* O(|C|) */

5 Lk: Compute loss in (1) using uk
6 Compute the gradient: g ← ∇Uk

lk
7 Update Uk ← Πε (Uk + ξ ∗ Sgn(g))

8 for Batch B in D do
9 Set g to be all zeros of the same size as U

10 for k in C do /* O(|C|) */

11 Randomly sample t ∼ T and λ ∈ [0, 1]|C|;
12 CMLUα: /* O(Nα) */

13 for Nα num of iterations do
14 Set vk = uk +Uλ
15 Lk: Compute loss in (9) using vk
16 Update: λ = λ− α ∇λLk
17 Project λ on the feasible set ‖λ‖0 = t
18 Set λk = 0 and vk = uk +Uλ
19 Lk: Compute loss in (9) using vk
20 CMLUβ: /* O(1) */

21 Randomly set |C| − t values in λ to 0.
22 Set λk = 0 and vk = uk +Uλ
23 Lk: Compute loss in (10) using vk
24 Accumulate: g ← g +∇Uk

Lk
25 Update U ← Πε (U + ξ ∗ Sgn(g))

experiments, we learn universal vectors with maximum in-
finity norm ε = 0.05 (for image values range of [0, 1]) and
using SGD with fix step size ξ = ε/25. We set γ = κ/|Ω̄|
for training oracle and baselines, and η = κ/‖λ‖0 in each
iteration of our proposed method. We show ablation exper-
iments for different values of κ in section 4.2.1.

Multi-Label Recognition Models We evaluate the base-
lines and our method on state-of-the-art multi-label recog-
nition models (using the officially provided weights).

– Asymmetric Loss (ASL) [79] is a novel loss function
to address the imbalance between numerous negative labels
and only a few positive labels associated with each sample.
This method balances the probabilities of different positive
and negative samples. In particular, the loss performs hard
thresholding by dynamically down-weighting easy negative
samples and can discard mislabeled samples.

– ML-Decoder [80] is an efficient, attention-based multi-
label classifier that has a novel decoder architecture and
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ASL ML-Decoder ASL ML-Decoder

Figure 3. Fooling success rates (FR) on various datasets using ASL and ML-Decoder as we increase the target set size |Ω|. The left two
figures show results on NUS-WIDE and the right two figures show results on MS-COCO.

group-decoding scheme, which enables it to efficiently uti-
lize the spatial information in images. The model is highly
efficient as it can scale to large number of classes. More-
over, using word queries, it can generalize to unseen classes.

Oracle and Baselines We evaluate our method against
three baselines and an oracle. The computational complex-
ity of each of these methods is reported in Table 1 and their
wall clock time in supplementary.

– Oracle directly optimizes (1) to learn a universal pertur-
bation uΩ to attack a specific target set Ω. This provides the
upper bound on the attack performance for our method. It
requires 2|C| d-dimensional universal vectors and for each
vector, iterate through the training set for E epochs.

– Oracle Sum (Or-S) directly learns single-class universal
perturbation vectors {u1,u2, . . .u|C|} using (1) and gen-
erates a universal perturbation to attack set Ω as uΩ =∑
i∈Ω ui. It only needs to learn |C| d-dimensional vectors.

– Oracle Combination (Or-C) first learns single-class uni-
versal perturbation vectors and learns to combine them to
attack a specific target set Ω i.e.,uΩ =

∑
i∈Ω a

Ω
i ui. Where,

aΩ
i ∈ R is associated with ith class in specific set Ω, and is

learnt by iterating through the training set. It needs to learn
|C| d-dim vectors and 2|C| scalars to combine them.

– SGA [59] addresses the gradient vanishing and poor lo-
cal optima problem to improve the generalization of UAPs.
It enhances the gradient stability by aggregating gradients
from inner pre-search. We use SGA to learn single-class
UAPs and use (4) to generate UAPs for target labels.

– NAG [68] models the distribution of universal adversar-
ial perturbations using GANs, originally designed for untar-
geted perturbations in multi-class setting. To adapt this for
multi-label universal perturbations, we condition the GAN
on class vectors. During training, we generate label-wise
universal perturbations. At test time, we generate pertur-
bations for multiple classes by conditioning the GAN on a
combined representation vector of the target classes. For
this method, we have linear time complexity as we train to
generate label-wise perturbations and the space requirement
is the size of the generator.

Evaluation Metrics Given a set of classes Ω to attack,
let IΩ represent all the images that contain the classes Ω
and were attacked. Let AΩ ⊆ IΩ represent the set of im-
ages that were successfully attacked. To evaluate the uni-
versal attack performance, we define the attack fooling suc-
cess rate, FR, to measure the percentage of successfully
attacked images. Since we want to affect the least number
of non-targeted labels while achieving high fooling rates,
we also report non-target flip rate, NTR, to measure the
percentage of non-targeted labels (labels in Ω̄) which were
flipped by the attack. Our goal is to achieve high FR while
maintaining low NTR for attacking target set of any size.

FR=
|AΩ|
|IΩ|

,NTR=
1

|AΩ|
∑
k∈AΩ

∑
i∈Ω̄(1−δ(χ(f

(k)
i ), y

(k)
i ))

|Ω̄|
(11)

where, δ is kronecker delta that equals 1 when the two in-
puts are equal and 0 otherwise. χ(v) is the step function
which is 1 if v > 0 and 0 otherwise. y(k)

i , f
(k)
i are the pre-

dictions on clean and perturbed images respectively of ith

non-target class of kth successfully attacked image. Note
that FR is calculated using all attacked images while NTR
is calculated using the set of successfully attacked images.

4.2. Experimental Results
In this section, we evaluate our compositional framework
for universal perturbations. Fig. 3 shows the fooling success
rates for different methods. The results demonstrate consis-
tent performance trends across datasets and models. Partic-
ularly, the success rate(FR) of baselines decline as we in-
crease the target size. On the other hand, the Oracle method
achieves the best performance but suffers from exponential
complexity, making it impractical for larger target sets.

Among the baselines, Or-C, Or-S, and SGA perform the
worst for large target set sizes. Since the performance of
these methods depends on the label-wise universal pertur-
bations, we can conclude that the low success rate of these
methods implies that the the subspace spanned by label-
wise perturbations does not contain the intersection of their
respective adversarial regions. This is further elaborated in
Fig. 5. In all cases, Or-C is better than Or-S since it op-
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Table 1. Non-target flip rate (NTR) on NUS-WIDE and MS-COCO, as we increase the target set size from 1 to 5. We show (-) when
|AΩ| = 0. We also show the space and time complexity of each method. E represents the number of epochs for training, d is the size of
the perturbation (equal to the image size), Gp is the size of GAN’s parameters, and |C| is the number of classes.

ASL ML-Decoder

Computational Complexity NUS-WIDE MS-COCO NUS-WIDE MS-COCO

Method Space Time 1 3 5 1 3 5 1 3 5 1 3 5

Oracle O(d 2|C|) O(E 2|C|) 6.17 7.42 8.10 6.50 7.73 8.66 2.86 3.10 3.01 7.38 8.58 9.81
Or-S O(d |C|) O(E |C|) 6.17 6.03 - 6.50 2.87 2.96 2.86 2.22 - 7.38 2.96 -
Or-C O(d|C|+2|C|) O(E 2|C|) 6.17 6.86 2.74 6.50 5.23 3.20 2.86 2.45 0.60 7.38 6.40 -
SGA O(d |C|) O(E |C|) 7.69 7.31 - 7.77 4.30 - 2.89 2.47 1.27 8.62 8.94 9.37
NAG O(Gp) O(E |C|) 8.32 5.86 1.32 10.1 10.2 7.21 3.96 3.45 2.55 11.8 12.1 13.7

CMLUα O(d |C|) O(ENα|C|) 5.63 7.65 3.74 7.33 5.96 3.13 3.6 3.08 2.51 8.96 8.55 8.02
CMLUβ O(d |C|) O(E |C|) 7.96 8.13 7.93 8.90 8.86 9.59 4.23 3.74 3.02 9.65 9.83 10.5

Table 2. Experiments on large-scale dataset. We report fooling success rate (FR) and non-target flip rate (NTR) on OpenImages using ASL
model. The experiments were performed on large target set sizes, up to |Ω| = 20. Higher FR (↑) and lower NTR (↓) are better.

FR (↑) NTR (↓)

Method 1 2 3 4 5 10 15 20 1 2 3 4 5 10 15 20

Oracle 97.6 97.9 96.8 97.9 95.7 96.3 96.8 96.8 0.64 0.80 0.87 0.93 0.96 1.05 1.17 1.47
Or-S 97.6 29.64 6.28 1.70 0.42 0.0 0.0 0.0 0.64 0.71 0.65 0.34 0.20 - - -
Or-C 97.6 49.4 22.8 23.3 13.4 0.0 0.0 0.0 0.64 0.71 0.67 0.75 0.48 - - -
SGA 98.9 41.4 9.64 6.11 0.92 0.15 0.0 0.0 0.77 0.81 0.73 0.74 0.32 0.12 - -
NAG 95.9 92.1 88.8 88.4 89.7 79.9 80.9 84.2 0.81 0.89 0.93 1.01 1.07 1.42 1.53 1.84

CMLUα 92.2 66.7 44.0 46.2 39.4 39.9 32.4 32.3 0.72 0.76 0.83 0.89 0.83 0.86 0.82 0.77
CMLUβ 97.3 95.8 95.9 96.8 95.2 94.8 96.5 95.2 0.72 0.80 0.88 0.92 0.98 1.06 1.28 1.67
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Figure 4. Visualizing label-wise universal perturbations learnt by
Oracle and CMLUβ on NUS-WIDE using ASL.

timizes to find the best combination of the label-wise uni-
versal perturbations and hence, is better than the naive sum-
mation of individual perturbations. Across all experiments,
CMLUβ is the closest to Oracle performance. This is de-
spite the fact that CMLUβ has linear complexity whereas
the Oracle has exponential complexity. Moreover, CMLUα
achieves higher FR and lower NTR than all baselines.

Table 1 shows the percentage of non-targeted affected
labels (whose prediction was changed after the attack). Al-
though the baselines have low NTR for target sizes greater
than 1, they also have low fooling rates. Note that de-
spite having linear complexity, the NTR of CMLUβ is only

slightly higher than Oracle. CMLUα achieves lower NTR
as compared to CMLUβ but still outperforms the baselines.
In all experiments, NAG performs well (close to CMLUα)
but declines in performance as we increase the target size.
It also has significantly higher NTR than the Oracle and
CMLUβ . This implies that NAG learnt to attack multi-
ple classes together rather than learning the distribution of
label-wise universal perturbations. Therefore, even though
it has high success rate, it also affects several other labels.

We further perform experiments on OpenImages, a
large-scale dataset, and we show results in Tab. 2. Per-
formance trends remain consistent with those observed on
smaller datasets. The success rate of Or-S and Or-C consis-
tently drops as we target more classes, and gets to 0 by tar-
get size 10. Note that NAG performs better in OpenImages
experiments. As shown in the table, NAG affects a large
percentage of non-targeted labels, which signifies that the
method does not capture the class-specific directions and
perturbs a large group of labels together. CMLUα performs
better than Or-C, Or-S, and SGA but worse than NAG.
However, as shown in the table, CMLUα still achieves sig-
nificantly lower NTR for large target set sizes. In all exper-
iments, CMLUβ achieves consistently close performance to
the Oracle while also maintaining low NTR.
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Figure 5. Comparison of the regions (convex cones) spanned by
universal perturbations learnt using Oracle and CMLUβ on NUS-
WIDE (top) and MS-COCO (bottom). Each point in the heatmap
is the average model confidence computed across images using
the vector (εx ∗ ux + εy ∗ uy) for all label combinations of size
|Ω| = 2, where ux,uy are universal vectors of classes in Ω. The
asterisks(∗) show the region where the L∞ norm is 0.05.

4.2.1. Ablation Study
We perform ablation experiments on Oracle and CMLUβ
to investigate the effect of hyperparameters on their perfor-
mance. Tab. 3 shows the results as we increase/decrease
the values of ε and κ. Increasing ε provides a larger pertur-
bation budget for better performance; however, to keep the
changes to the inputs imperceptible, we set ε = 0.05. Mean-
while, increasing κ emphasizes maintaining non-targeted
labels, which lowers NTR but also reduces the success rate
(FR). This is because many labels can be correlated in MLL
and attacking a set of labels while fixing non-targeted but
correlated labels lead to sub-optimal perturbations [63].

4.2.2. Analysis of Universal Adversarial Regions
The label-wise universal perturbations learnt by Oracle and
CMLUβ are visualized in Fig. 4. We quantitatively assess
the visual impact of these perturbations using Structural
Similarity Index (SSIM), computed between original and
perturbed images. The average SSIM values across all im-
ages, as shown in Fig. 4, demonstrate comparable levels of
distortion for Oracle and CMLUβ . Note that the pairwise
dot product of the Oracle and CMLU vectors is ≈ 0, indi-
cating that CMLUβ discover distinct attack directions, dif-
ferent from the Oracle. Additional analysis of pairwise dot
products and visualizations are provided in supplementary.

To further highlight and analyze the distinction between
the perturbations learnt using different methods, we fo-
cus on Oracle and CMLUβ . Specifically, we examine the
universal adversarial regions generated by those methods.
Fig. 5 shows the average model confidence on the input
space region spanned by the pairs of universal perturbation
vectors. In the figure, perturbing inputs to blue and green
regions would not change the model prediction (does not
attack any class), yellow region would attack one class, and
red region would attack both classes in Ω. Note that there is

Table 3. Ablation experiments for hyperparameters on NUS-
WIDE. The experiments are conducted for |Ω| = 1.

ε
Oracle CMLUβ

κ
Oracle CMLUβ

FR NTR FR NTR FR NTR FR NTR

0.01 63.5 5.30 38.5 5.04 15 99.1 6.50 98.5 8.32
0.03 94.9 6.29 84.2 7.09 20 98.9 6.17 97.6 7.96
0.05 98.9 6.17 97.6 7.96 25 93.5 4.70 89.3 6.97
0.07 99.7 5.10 99.3 7.54 30 93.1 4.40 85.5 6.58

Table 4. Transferability Evaluation: S → T shows the perfor-
mance of universal perturbations learnt on model S and evaluated
on model T. (A: ASL, D: ML-Decoder)

Transferability of Universal Attacks

NUS-WIDE MS-COCO

Models Method 1 3 5 1 3 5

A→ D Oracle 90.1 83.7 77.3 34.6 10.6 5.40
CMLUβ 89.9 78.4 75.4 42.9 17.6 6.4

D→ A Oracle 24.6 1.33 0.0 64.4 28.3 19.6
CMLUβ 33.5 0.16 0.0 64.8 34.5 21.2

no prominant red region (to attack both classes) in the cross-
section of Oracle vectors. This explains the low success rate
of Or-S and Or-C which optimize to find red region in such
a cross-section. More details on computing these cones is
provided in supplementary. We also investigate how well
those red regions computed using CMLUβ can transfer to
other models. For that, we perform transferability attacks
and the results are shown in Tab. 4. From the table, we
observe that CMLUβ (linear complexity) achieves fooling
success rates closer and often better than Oracle (exponen-
tial complexity). This shows that the convex cone regions
corresponding to different labels are often common across
models. This can be effectively used to generate black-box
attacks. We hope that future works explore this further.

5. Conclusion
We addressed the problem of generating targeted multi-
label universal perturbations. We developed a composi-
tional framework to generate exponential number of multi-
label universal perturbations in constant time. The indepen-
dence assumption on label-wise universal perturbations nat-
urally leads to a formulation that requires learning convex
cones. Through extensive experiments on multiple datasets
and models, we show that our method outperforms all base-
line methods and achieves performance comparable to the
Oracle (an exponential complexity method).
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