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Figure 1. Visual question answering, grounding, and chain-of-thought reasoning with Argus. “ctx-token” is short for context token.

Abstract
Recent advances in multimodal large language mod-

els (MLLMs) have demonstrated remarkable capabilities in
vision-language tasks, yet they often struggle with vision-
centric scenarios where precise visual focus is needed
for accurate reasoning. In this paper, we introduce Ar-
gus to address these limitations with a new visual atten-
tion grounding mechanism. Our approach employs object-
centric grounding as visual chain-of-thought signals, en-
abling more effective goal-conditioned visual attention dur-
ing multimodal reasoning tasks. Evaluations on diverse
benchmarks demonstrate that Argus excels in both multi-
modal reasoning tasks and referring object grounding tasks.
Extensive analysis further validates various design choices
of Argus, and reveals the effectiveness of explicit language-
guided visual region-of-interest engagement in MLLMs,
highlighting the importance of advancing multimodal intel-
ligence from a visual-centric perspective.

1. Introduction
Recent breakthroughs in the training of multimodal large
language models (MLLMs) [38, 40, 42, 47, 69, 72, 75,
79, 82, 94] have unlocked great advancements in visual-
language fusion, allowing these models to extract meaning-

ful content from complex images and perform sophisticated
reasoning tasks. However, predominately driven by the suc-
cess from stronger large language models (LLMs), existing
MLLMs still underperform in many vision-centric scenar-
ios [69, 82, 83], where accurate visual perception and un-
derstanding determine the success of the subsequent mul-
timodal reasoning tasks (e.g., spatial relationship between
objects or properties of specific regions-of-interests (RoIs)).
To address these challenges, we revisit the design space
of MLLMs from a vision-centric perspective, draw insights
from cognitive visual intelligence, and propose a new visual
attention grounding mechanism for multimodal reasoning
tasks, as shown in Figure 1.

Seminal studies in cognitive science [14, 25] have rec-
ognized two distinct types of visual attention mechanism,
stimulus-driven visual attention and goal-directed visual at-
tention, which are also referred to as involuntary atten-
tion and voluntary attention [25, 29, 57, 58], respectively.
Stimulus-driven visual attention is an automatic bottom-up
capture of attention driven by salient objects or textures
in the visual stimulus. On the other hand, goal-directed
attention is a top-down conscious selection of attention,
driven by goals and intentions. Surprisingly, an interest-
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ing analogy of the two mechanisms of visual attention is
presented in the design space of the MLLMs, where (1)
the image tokenization with pre-trained visual foundation
models [34, 60, 63] represents the stimulus-driven attention,
and (2) the language-conditioned image feature engagement
happening within the LLM’s transformer layers represents
the goal-driven attention. The illustration of the visual at-
tention activation strengths in Figure 2 clearly demonstrates
different focus areas of two attention modules in MLLMs.

Although several existing methods [69, 82, 104] have
studied and highlighted the importance of unconditioned
image tokenization to modern MLLMs’ reasoning capac-
ity through knowledge distillation and mixture-of-vision-
experts (MoVEs), the effect of explicit language-guided vi-
sual engagement is underexplored in the research commu-
nity. This raises two natural questions:

1) What is the best way to introduce a language-directed
visual attention mechanism into the design of MLLMs?

2) In addition to perception tasks, can a more explicit
visual engagement benefit multimodal reasoning tasks?

To answer these questions, we explore and propose
a grounding-driven visual attention re-engagment mod-
ule in the multimodal causal prediction process. Unlike
most existing MLLMs relying on an implicit self-attention
mechanism to model language-directed visual token atten-
dance [47, 82], we pivot to an explicit top-down visual
search to locate the image RoI most relevant to the text
prompt, and then guide the model to focus on the searched
regions for subsequent reasoning and answer generation.
Recent work has shown that an object-centric representation
benefits the vision-language alignment process and subse-
quent perception tasks [5, 99]. Hence, we utilize text-to-
box object-centric grounding as the intermediate reasoning
stage, where the predicted bounding boxes serve as simple
but effective visual chain-of-thought (CoT) signals to help
improve the quality of the final reasoning step.

The proposed method, Argus, is benchmarked across
a diverse set of evaluation datasets, excelling not only in
multimodal visual reasoning tasks [24, 53, 54, 71, 82, 83,
93, 94, 102], but also in object-centric visual grounding
tasks [30, 100]. We also systematically analyze different de-
signs of the visual attention re-engagement mechanism, and
its collaboration with involuntary attention in MLLMs. We
hope that our study paves the way towards stronger multi-
modal intelligence by emphasizing more vision-centric and
perception-driven reasoning mechanisms.

2. Related Work
Visual Reasoning with MLLMs. The emergence of
multimodal large language models (MLLMs) has revolu-
tionized visual reasoning capabilities, allowing sophisti-
cated question-answering and complex visual understand-
ing tasks. Visual instruction tuning [46] pioneers this ad-

Involuntary Attention Voluntary Attention
Bottom-up Attention; Stimulus-Driven Top-down Attention; Goal-Driven

Language direction: What 
is the color of the dog? 

Language direction: Which 
kind of animal is in the poster?

Language direction: What 
is the color of the apples?

Figure 2. Illustration of two visual attention mechanisms. Involun-
tary Attention (Left): stimulus-driven; unconditioned feature ex-
traction; salient objects. Direct Attention (Right): Goal-driven;
language-guided region-of-interest (RoI) feature extraction.

vancement by establishing a foundation for tuning lan-
guage models to handle multimodal tasks effectively. Fol-
lowing this, several improvements and architectural inno-
vations have emerged to enhance zero-shot generalization
abilities of MLLMs, including better visual-linguistic align-
ment [1, 11, 21, 42], high-resolution visual input [38, 47,
88], and dataset curation pipelines [12, 82, 88]. This
progress extends to proprietary models like GPT-4V [79],
Claude 3 [72], and Gemini [75, 76], which have showcased
remarkable general-purpose applicability.

Several recent studies have shifted focus towards ex-
ploring visual reasoning from a vision-centric perspec-
tive. Cambrian-1 [82] conducts comprehensive investiga-
tions into various visual encoder architectures and intro-
duces a specialized benchmark CV-Bench [82] for assessing
vision-centric reasoning capabilities. Eagle [69] further ad-
vances this direction by introducing the mixture-of-vision-
experts mechanism, demonstrating the potential of special-
ized visual processing highways in MLLM architectures.
However, despite these advancements, current approaches
lack conscious control over visual attention mechanisms
and do not incorporate explicit goal-driven strategies for vi-
sual token extraction, which motivates the introduction of
our method.

Visual Perception with MLLMs. Visual perception has
consistently been a critical and challenging task within the
field of computer vision, encompassing fundamental tasks
such as classification, detection, segmentation, and caption-
ing. Numerous specialized models [33, 39, 49, 63, 66], or
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“vision experts,” have been developed to tackle these tasks.
The emergence of MLLMs [46, 79] offers new opportuni-
ties to perception tasks. One line of work aims to construct
multimodal agents that use MLLMs as controllers to acti-
vate specific visual experts [48, 92]. While this framework
shows promising performance, it remains complex and un-
wieldy, limiting its practical applicability. Another line of
work involves building unified MLLMs to handle a wide
range of vision tasks [89, 95, 99]. Although this approach
is feasible in certain scenarios, its overall performance still
falls short compared to specialized vision models. Recently,
more attention has shifted toward unified models that as-
pire to be comprehensive, spanning both understanding and
generation tasks with the support of vast datasets [73, 74].
Despite these advancements, most efforts have focused less
on the synergy between visual perception and reasoning. In
contrast, our research explores a grounded CoT approach to
vision-centric reasoning, leveraging visual perception as a
foundational component.

Chain-of-thought Reasoning. Chain-of-Thought (CoT)
reasoning, first introduced by Wei et al. [91], demonstrates
that prompting language models to generate intermedi-
ate reasoning steps significantly improves their problem-
solving capabilities. This concept has sparked numerous
works to further enhance reasoning performance, includ-
ing zero-shot reasoning [35], automatic CoT prompt gen-
eration [108], and techniques like self-consistency prompt-
ing [90]. Recent works have expanded beyond tradi-
tional linear reasoning paths, introducing more sophisti-
cated frameworks such as Graph-of-Thoughts for complex
problem decomposition [3], Program of Thoughts for struc-
tured numerical reasoning, [9] and Tree of Thoughts for
deliberate decision-making [98]. In the multimodal do-
main, researchers have begun adapting CoT principles to
vision-language tasks [22, 41, 52, 67, 109, 111], using
off-the-shelf object detectors or multi-turn visual instruc-
tions to improve visual reasoning for ambiguous instruc-
tions [59, 68, 93, 105], or interleaved segmentation and
question answering to develop joint perception and reason-
ing models [64, 107, 110]. While these works demonstrate
the potential of CoT in multimodal contexts, our work, Ar-
gus, is the first to systematically study the mechanism of
explicit visual attention engagement as visual CoT signals
within the MLLM design space, bridging the gap between
grounding and vision-centric VQA tasks, while achieving
state-of-the-art performance across diverse benchmarks in
both domains.

3. Model

In this section, we demonstrate how we design the architec-
ture of Argus from a vision-centric perspective. We start by
revisiting the general design space of recent MLLMs [38,

40, 42, 46, 47, 69, 82]. Most existing open-source visual
reasoning MLLMs follow a unified autoregressive architec-
tural paradigm, where input images are first converted into
visual tokens and concatenated with language tokens be-
fore being jointly processed by the LLM for answer token
prediction and decoding. This transformation process em-
ploys a visual encoder, typically a Vision Transformer (ViT-
based [16]) architecture such as CLIP [63], followed by a
multilayer perceptron (MLP-based) projector that maps vi-
sual features into the text token space. Although this uni-
fied architecture has demonstrated strong multimodal capa-
bilities, it is not optimized for vision-centric scenarios that
require precise visual focus for accurate reasoning. To ad-
dress this limitation, we propose Argus, a vision-centric rea-
soning framework with grounded chain-of-thought that en-
hances MLLMs through explicit language-directed visual
region-of-interest (RoI) search and context re-engagement.
We present our architectural designs in Section 3.1, and de-
tail the directed visual context re-engagement module in
Section 3.2. We validate our design choices and highlight
the key empirical findings in Section 4.5. The complete Ar-
gus architecture is illustrated in Figure 3.

3.1. Architectural Designs

Visual Encoders. In multimodal vision-centric reason-
ing, visual encoders play a crucial role by ensuring mini-
mal information loss during image-to-token abstraction and
facilitating efficient vision-language alignment. We imple-
ment a mixture-of-vision-experts (MoVEs) strategy in our
visual encoder suite, building upon recent MLLM stud-
ies [69, 82] that demonstrate the complementary benefits
of combining different vision foundation models. Our en-
coding system incorporates three vision experts: CLIP [63],
ConvNeXt [50], and EVA-02 [17, 18]. Following extrac-
tion, the 2D embeddings are interpolated to uniform spa-
tial dimensions and concatenated along the channel dimen-
sion [43, 69]. For multimodal connectors, we employ MLP
projectors, consistent with the practice of leading MLLM
architectures [38, 40, 47, 69, 82].

The combined visual and language tokens form a multi-
modal input sequence that is processed by an autoregressive
large transformer for next-token prediction. We leverage
state-of-the-art pretrained LLMs [13, 78] as our transformer
decoder, due to their robust zero-shot reasoning capabilities.
Region-of-Interest Sampling. To enable explicit visual
search, we incorporate region-of-interest (RoI) prediction
capabilities, allowing our model to output bounding boxes
corresponding to regions referenced in the question prompt.
This approach is approximately equivalent to the object
grounding task, except in the visual reasoning task, our ap-
proach extends beyond well-defined objects to handle ar-
bitrary regions relevant to visual reasoning. To maintain
a simple design, we adopt the text encoding strategy for
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Auto-regressive	Large	Transformer	Decoder

What is the brand of the 
mug on the table?

Mixture-of-Expert 
Image Encoders

<0.96, 0.45, 0.99, 0.61>

RoI Sampling

MLP Projector Language Tokenizer RoI Re-engagement

Language Decoder

The brand of the mug is Starbucks.

Stimulus-driven   Visual Attention

Visual Grounded 
Chain-of-Thought

Goal-Directed   Visual Attention

Figure 3. Illustration of Argus architecture. In addition to standard unconditioned visual tokenization, our method incorporates an addi-
tional goal-directed visual tokenization procedure. The model has the ability to ground most relevant region-of-interest (RoI) conditioned
on the multimodal input instructions. Then, the visual RoI is sampled from the input image, and fed to the RoI re-engagement module to
extract another set of visual tokens as CoT context for reasoning.

bounding box representation, where bounding boxes are
normalized into [0, 1] range, and represented in text format
([xmin, ymin, xmax, ymax]) [7, 99, 104]. This approach elim-
inates the complexity of training additional box or mask de-
coding heads [49, 65, 103, 107, 110]. As illustrated in Fig-
ure 3, the predicted bounding box guides the cropping pro-
cess of relevant RoIs from the input image for subsequent
visual context re-engagement.

3.2. Directed Visual Context Re-engagement

The model-predicted bounding boxes represent the visual
context most relevant to the current reasoning objective.
To leverage these regions-of-interest (RoIs) effectively, we
seek to direct the model’s attention towards these criti-
cal areas, thus enhancing focus on context pertinent to the
language-defined objectives. Figure 2 illustrates the de-
noised attention map [96] of our CLIP encoder, showcasing
how RoI-specific visual attendance accentuates the essen-
tial visual cues aligned with the goal. However, the opti-
mal method for directing this attention remains an under-
explored challenge. We identify and categorize four dis-
tinct strategies for guiding MLLMs to engage with sampled
bounding boxes and incorporate these approaches within
the Argus architecture for unified comparison and analysis.

Implicit Self-Attention. Most existing MLLMs do not adopt
explicit visual search or attending modules [46, 47, 69, 82].
Instead, they rely on the intrinsic ability of LLMs to attend
to visual context through the global self-attention layers.
This implicit approach to RoI engagement adopts a mini-
malistic design, offering simplicity but limited control over
specific attention to the bounding boxes.

Implicit Box Guidance. This strategy extends beyond ba-
sic self-attention by predicting bounding boxes as special

tokens or text coordinates, without explicit visual RoI re-
engagement. Although predominantly employed in percep-
tion tasks [7, 43, 99, 104], this design can be extended to
visual reasoning scenarios, where bounding box predictions
serve as chain-of-thought signals, nudging self-attention
implicitly towards the RoIs for reasoning purposes. By
maintaining the CoT in text format, the shift in attention be-
comes subtler, merging visual and text-centric cues without
explicitly emphasizing visual tokens.

Explicit RoI Re-encoding. In contrast to implicit meth-
ods, explicit RoI engagement represents visual CoT signals
through actual visual tokens. As demonstrated in Figure 4
(left), the re-encoding approach processes sampled image
crops through vision encoders for tokenization [68] after
processing. The processing is equivalent to an augmen-
tation process, which involves square padding of cropped
regions to max{width,height} region, context expansion
with margins, and dimension-specific resizing for vision ex-
perts. These tokens are appended to the input sequence,
introducing a supplementary visual context that guides rea-
soning through explicit, context-specific signals. This ap-
proach ensures that RoIs are attended to precisely, albeit
with an increase in computational requirements due to the
additional encoding process.

Explicit RoI Re-sampling. The re-sampling method of-
fers an alternative explicit engagement strategy that reduces
computational overhead. As shown in Figure 4 (right),
rather than treating RoI boxes as new images, re-sampling
utilizes visual embeddings from a memory bank [4, 28, 41].
In visual reasoning tasks, tokens are retrieved from the ini-
tial MoVE encoder suite and reused as needed. We calcu-
late the overlap between the RoI bounding boxes and the
patch embeddings after visual encoders, and resample the
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Figure 4. Illustration of two visual CoT mechanisms. Re-encoding
expand the RoI and treat it as a new image for tokenization. Re-
sampling retrieves knowledge from the pre-extracted token cache.

patch tokens that have intersection with boxes as context
tokens for re-engagement. This strategy leverages cached
tokens, thus streamlining computation while maintaining a
focus on task-relevant regions. In the meanwhile, the re-
dundant tokens also preserve the positional context within
the original image, which might be lost during padding and
resizing process in the re-encoding method.

4. Experiments

This section presents our comprehensive experimental
methodology and results. We begin by detailing our training
protocols (Section 4.1), followed by implementation details
(Section 4.2). We then describe our evaluation benchmarks
and baseline comparisons (Section 4.3), and demonstrate
the effectiveness of our model on vision reasoning and ref-
erence expression grounding tasks (Section 4.4). Through
extensive ablation studies, we validate the design choices of
Argus in controlled settings (Section 4.5). More results and
details are provided in the supplementary material.

4.1. Training Pipeline

Following the advances of recent MLLMs [42, 46, 47, 69,
82], we divide the training into two stages.
Alignment and Pre-training. In the initial pre-training
stage, we adopt the LLaVA-595K dataset [46], which com-
prises carefully curated image-text pairs. We freeze the
LLM while allowing the vision encoders and MLP pro-
jector layers to be trainable. Drawing insights from Ea-
gle [69], we implement a vision expert pre-alignment pro-
cess to minimize representation disparities between experts
and enhance the subsequent language alignment.
Supervised Fine-Tuning (SFT). The second stage em-
ploys a diverse combination of datasets to ensure robust
performance across multiple domains. To ensure ensures

strong general-purpose multimodal understanding capabil-
ities, we utilize Eagle1.8M dataset [69], a comprehensive
collection of conversational data aggregated from various
sources [8, 20, 26, 31, 32, 45, 46, 53, 54, 77, 81, 86, 106,
112]. For visual chain-of-thought reasoning, we incorporate
the VCoT dataset [68], which provides region-of-interest
(RoI) bounding box annotations specifically designed for
grounding and reasoning tasks. This dataset obtains sam-
ples from multiple established benchmarks [23, 24, 37, 44,
54, 55, 62, 70, 71, 84, 85, 112]. We structure each sample as
a multi-turn conversation between user and AI agent, where
(1) The agent first predicts the region-of-interest using
<roi-box> annotations in normalized text coordinates
(Section 3.1). (2) The user then provides intermediate visual
chain-of-thought signals through <visual-context>
tokens. And (3) the agent generates the final response based
on this structured interaction. To enhance our model’s abil-
ity to ground concepts in unconstrained scenarios, we fol-
low existing work [7, 68, 99] by incorporating a mixture of
GRIT [61] (756K) and Shikra [7, 36, 62, 100, 112] (326K)
datasets. All spatial grounding information is normalized
to the range [0, 1] relative to image dimensions and repre-
sented in text format. During this fine-tuning stage, we al-
low full parameter updates across the MoVE vision encoder,
MLP projectors, and the LLM decoder.

4.2. Implementation Details

We use Llama3-8B [78] as our LLM decoder backbone. For
vision encoders, we use ViT-L/14 CLIP [63], ConvNeXt-
XXL-1024 [50], and EVA-02-L/16 [18] as our MoVE en-
coding system. The input resolution is set to 1024×1024
for ConvNeXt and EVA-02, and 448×448 for CLIP model.
The visual token number is 1024 (32×32). Following
Eagle [69], we name our model Argus-X3, to reflect the
usage of three vision experts. During the RoI selec-
tion, we encode RoI with the format of box coordinates:
[xmin, ymin, xmax, ymax], and the model is instruction-tuned to
directly output them in text, where the numbers are normal-
ized to [0, 1] by image dimensions and accurate to three dec-
imal places. We parse the coordinates by removing brackets
and commas, then convert the numbers back to box coordi-
nates for grounding and resampling. For both stages, we
train for one epoch with a batch size of 256. The learning
rate is set to 1e-3 for the pre-training stage, and 2e-5 for the
SFT stage. The AdamW optimizer [51] with zero weight
decay and a cosine learning rate scheduler is used. Exper-
iments are conducted using NVIDIA A100 GPUs. More
details are provided in the supplementary material.

4.3. Baseline Models and Benchmarks

We compare Argus with state-of-the-art MLLMs with
roughly the same parameter size, including Mini-Gemini-
HD [40], LLaVA-NeXT [47], VisCoT [68], QwenVL [1],
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ref : GPT-4o (250128) [79] 73.7 70.7 79.8 84.3 58.5 75.4 83.1 86.9 75.1 79.7 90.8 - 68.9 87.1 81.7 -
ref : Qwen2.5-VL [2] 72.6 72.8 80.0 82.7 53.1 74.3 87.9 85.2 85.9 84.9 95.7 - 58.6 86.5 78.3 -
ref : InternVL2.5 [80] 71.1 69.1 79.7 81.5 54.9 70.1 84.8 84.8 82.2 79.1 93.0 - 56.0 84.6 79.2 -

7B & 8B Open MLLMs, and Visual-CoT Variants
Vanilla CoT Prompting 60.3 64.9 66.1 63.5 44.2 62.8 68.2 70.9 56.7 70.8 74.2 62.5 40.3 69.7 75.0 64.8

Visual-CoT-7B [68] 54.4 49.7 61.5 62.4 35.7 62.9 66.6 69.7 51.6 70.0 75.1 60.2 37.2 67.3 74.1 62.0
Mini-Gemini-HD-8B [40] 51.8 52.9 62.2 63.0 18.7 62.1 62.9 59.1 47.7 70.2 74.6 61.9 37.3 72.7 73.2 64.5

LLaVA-NeXT-8B [47] 55.4 50.8 62.2 65.3 38.7 60.1 63.9 69.5 49.0 64.6 72.6 62.9 41.7 72.1 72.7 65.2
InternVL [12] 52.5 52.4 59.2 54.6 36.0 60.4 62.5 70.1 51.1 61.5 67.3 57.6 35.3 64.1 66.9 63.9

QwenVL-7B [1] 52.0 54.5 57.5 55.9 33.3 58.8 60.9 66.3 50.6 61.5 65.1 56.5 35.9 67.0 65.4 57.5
Eagle-X3-8B [69] 59.6 60.7 66.4 63.0 45.1 62.9 67.8 70.4 56.1 70.9 73.9 62.4 39.8 70.9 73.9 64.9

Argus-X3-8B (ours) 62.2 68.1 68.5 64.2 45.5 64.6 70.1 74.8 56.7 73.6 75.4 63.4 40.4 72.9 75.8 65.1

Table 1. Argus achieve state-of-the-art performance among public MLLMs of comparable parameter count and training scale.

InternVL [12], and Eagle [69]. We use open-sourced Eagle-
X3-8B [69] with the same MoVE encoder structure as our
baseline architecture. For reference, we also include per-
formance metrics from proprietary models [79] or mod-
els trained with orders of magnitude more (or even undis-
closed) data [2, 80]. We use the official evaluation metrics
provided by the benchmarks if available. Otherwise, we fol-
low the same evaluation setting as the recent MLLMs [69]
for a fair comparison. For grounding tasks, we bench-
mark against both specialist and generalist models including
MAttNet [101], TransVG [15], UNITER [10], VILLA [19],
UniTAB [97], MDETR [27], G-DINO [49], OFA-L [87],
Shikra [7], Ferret [99], MiniGPT-v2 [6], InternVL2 [80],
and Qwen-VL [1]. We report Acc@0.5 as the metrics for
the referring expression grounding task. All model perfor-
mances are obtained from official public reports.
Benchmarks. We report the performance of the meth-
ods on various vision-language benchmarks [24, 32, 53,
54, 56, 64, 71, 82, 83, 93, 94, 102]. We follow prior
work [68, 69, 82] and combine their evaluation benchmarks
to cover a wide spectrum of vision-centric multimodal eval-
uation settings where the keys to correctly answering ques-
tions lie in accurate visual understanding.

4.4. Main Performance

Our experimental evaluation focuses on two primary capa-
bilities: visual reasoning and referring expression ground-
ing. These complementary tasks assess different aspects
of our model’s multimodal understanding: visual rea-
soning examines comprehensive multimodal comprehen-
sion, while referring expression grounding evaluates precise
vision-text alignment through localization tasks.
Performance on Visual Reasoning. We conducted evalu-
ations across three categories of MLLM benchmarks: Gen-

eral Multimodal Reasoning, Text-centric Understanding,
and Vision-centric Perception. Performance is shown in Ta-
ble 1. We observe several findings from the results. (1)
First, Argus achieve state-of-the-art performance among
public MLLMs with a comparable parameter count and
training scale. Notably, our approach even surpasses several
proprietary MLLMs, demonstrating its exceptional multi-
modal reasoning capabilities. (2) Furthermore, we observe
substantial improvements in both vision-centric and text un-
derstanding tasks. These tasks typically require precise at-
tention to specific visual elements, such as objects or tex-
tual components within images, to generate accurate re-
sponses. Improvement in these areas highlights the effec-
tiveness of our goal-conditioned visual search mechanism
and enhanced visual attention engagement strategies.

Performance on Referring Grounding. To evaluate our
model’s object grounding capabilities, we utilized the Re-
fCOCO, RefCOCO+, and RefCOCOg benchmarks [100].
The results are shown in Table 2. Our method achieves
leading performance among comparable-scale general-
ist MLLMs, highlighting its effectiveness in combining
general-purpose reasoning with precise visual grounding.
Our performance is competitive against Grounding-DINO-
L [49], a specialist model trained on a larger grounding-
specific dataset and optimized for detection tasks. These
results demonstrate that Argus not only excels in high-level
reasoning tasks, but also achieves exceptional performance
in fundamental visual perception and localization tasks.

Qualitative Results. In Figure 5 we demonstrate some
qualitative results of Argus on the visually grounded CoT
task and the referring grounding task. Our method is ca-
pable of achieving complicated visual reasoning tasks with
the help of the visually grounded CoT mechanism.
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Model RefCOCO RefCOCO+ RefCOCOg
val testA testB val testA testB val test

Specialist Models
MAttNet[101] 76.4 80.4 69.3 64.9 70.3 56.0 66.7 67.0
TransVG [15] 81.0 82.7 78.3 64.8 70.7 56.9 68.7 67.7
UNITER [10] 81.4 87.0 74.2 75.9 81.5 66.7 74.0 68.7

VILLA [19] 82.4 87.5 74.8 76.2 81.5 66.8 76.2 76.7
UniTAB [97] 86.3 88.8 80.6 78.7 83.2 69.5 80.0 80.0
MDETR [27] 86.8 89.6 81.4 79.5 84.1 70.6 81.6 80.9
G-DINO [49] 90.6 93.2 88.2 82.8 89.0 75.9 86.1 87.0

Generalist MLLMs
OFA-L [87] 80.0 83.7 76.4 68.3 76.0 61.8 67.6 67.6

Shikra-7B [7] 87.0 90.6 80.2 81.6 87.4 72.1 82.2 82.2
Ferret-7B [99] 87.5 91.4 82.5 80.8 87.4 73.1 83.9 84.8

MiniGPT-7B [6] 88.7 91.7 85.3 80.0 85.1 74.5 84.4 84.7
InternVL2-8B [80] 87.1 91.1 80.7 79.8 87.9 71.4 82.7 82.7

QwenVL-7B [1] 89.4 92.3 85.3 83.1 88.3 77.2 85.6 85.5
Argus-X3-8B 89.8 92.9 85.4 84.7 90.1 77.1 86.7 85.2

Table 2. Our method achieves leading performance among gener-
alist MLLMs of comparable scale, highlighting its effectiveness in
general-purpose reasoning with precise visual grounding.

4.5. Ablation Study and Analysis

The current landscape of the MLLM community presents
great challenges for perfectly fair quantitative evaluation
and comparison on benchmarks, due to variations in data
scale, model sizes, and architectural choices. Hence, in this
section, we focus on rigorous and controlled experiments to
validate our architectural designs and describe our key find-
ings. We employ an accelerated and unified training sched-
ule across all ablation experiments for fair comparison.

4.5.1 Visual Attention Re-engagement Analysis.
We conducted a systematic evaluation of different visual
context re-engagement mechanisms, with results presented
in Table 3. (1) First, the incorporation of CoT reason-
ing consistently enhances performance across both vi-
sual and text-based reasoning tasks. The introduction
of the implicit bounding box CoT guidance yields sub-
stantial improvements over implicit attention mechanisms,
with explicit CoT reasoning providing even greater perfor-
mance gains. (2) When comparing re-encoding and re-
sampling strategies, we find that re-sampling generally
demonstrates superior performance across most bench-
marks. This advantage can be attributed to the preservation
of contextual positional information and the avoidance of
distribution shifts that typically occur during region rescal-
ing. However, this pattern shows an interesting exception
in the V-Star benchmark [93], which emphasizes the per-
ception of small objects in complex scenes. In this specific
context, re-encoding proves more effective, as it processes
regions with larger patches, thereby preserving more fine-
grained details and minimizing information loss.
We make further discussion over the selection of re-
encoding and re-sampling strategies. From a high-level per-
spective, re-sampling involves retrieving tokens from a to-
ken cache that was pre-extracted in the initial unconditioned

Method V-Star CV-Bench-2D TextVQA ChartQA
Implicit Att. 58.6 64.5 69.2 67.3

Box Guidance. 63.9 67.0 71.6 70.4
RoI Re-enc. 68.1 67.4 71.4 71.8

RoI Re-smp. 67.0 68.2 73.9 72.7

Table 3. Comparison of four visual attention re-engagement mech-
anisms, as introduced in Section 3.2, respectively. Two explicit
visual RoI re-engagement mechanism leads the performance.

Method V-Star CV-Bench-2D TextVQA ChartQA
Re-encoding
∆ fewer encoder –4.2 –3.8 –4.7 –3.9
∆ square context +1.6 +0.8 +0.1 +2.6
Re-sampling
∆ fewer encoder –11.5 –6.1 –4.6 –5.3
∆ square context +0.5 +0.1 –3.1 1.9
∆ non-share MLPs 0 +1.7 +0.5 +0.3

Table 4. Performance change (∆) after changing design choices
between two types of explicit visual re-engagemment strategies.
We use red for decrease ↓ and green for increase ↑.

phase. Conversely, re-encoding augments the cropped patch
and produces a new embedding, leveraging higher resolu-
tion and enhanced contextual focus.
Impact of Visual Encoder Capacity. We begin by ex-
amining how re-encoding and re-sampling strategies per-
form with visual encoders of varying capacities, as illus-
trated in Table 4 (∆ fewer encoder). We specifically eval-
uate performance changes when MoVE is replaced with a
single CLIP encoder. We have two key observations: (1)
Higher-capacity vision encoders consistently yield im-
proved performance, which aligns with our expectations
that a robust feature extractor enhances subsequent percep-
tion and reasoning tasks. (2) Re-encoding depends less on
a high-quality initial feature extraction compared to re-
sampling. Since re-sampling simply retrieves tokens from
the cache, it does not have the opportunity to update visual
token quality. If detail is lost during the initial extraction, re-
sampling struggles to recover it, whereas re-encoding can
more effectively refine the visual representation.
Effect of Padding and Square Context. The model’s
predicted RoI bounding boxes are typically rectangular, and
preprocessing is required to convert them to square shapes,
as most ViT-based vision encoders recommend. Table 4 (∆
square context) shows how the re-encoding and re-sampling
strategies respond to two different preprocessing methods.
The default approach pads the image to make it square,
while an alternative method expands the RoI to a square
based on the larger dimension, effectively capturing more
contextual information around the original focus area. Our
results indicate that (1) re-encoding consistently benefits
from the larger context introduced by square bounding
boxes, while (2) re-sampling shows only marginal improve-
ment in vision-centric reasoning and a noticeable drop in
text-centric (OCR) reasoning. This outcome likely reflects
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Question: what is the 3 letter word to the 
left of casa in the text?
Argus w/o CoT Reasoning: cas
Argus w/ CoT Reasoning: 
<roi-box> → <context> →	tua

Question: Does the flag have two or three 
colors?
Argus w/o CoT Reasoning: two colors
Argus w/ CoT Reasoning: 
<roi-box> → <context> →	 three colors

Question: 
What is the location of the guy in the 
black jacket? 
What is the location of the guy swinging? 
Argus: <box_1> <box_2>

Figure 5. Qualitative evaluation of Argus. We achieve superior performance in challenging multimodal reasoning and perception tasks.

Method V-Star CVB-2D TextVQA ChartQA
Baseline (Eagle-X3) 55.3 64.9 66.3 63.0

+ CoT signals 62.7 65.5 71.1 69.4
++ Grounding (Argus) 67.0 68.2 73.9 72.7

Table 5. Impact of CoT and grounding on reasoning performance.
We verify that the combination of CoT mechanism and grounding
task both benefits the model reasoning capability.

the nature of text-centric tasks, which often involve locating
specific words or sentences within chunks of text (as shown
in Figure 5 (left)). In these cases, an expanded region may
complicate localization tasks by introducing task-irrelevant
context, reducing the benefits of bounding box prediction.
Non-shared MLP Layers. For the re-sampling strategy,
we also explore the use of non-shared MLP layers as an
alternative to the default shared MLP configuration. This
involves training a dedicated MLP layer specifically for
the RoI re-engagement module. Results shown in Table 4
(∆ non-share MLPs) suggest that separating MLP layers
marginally improves performance. We attribute this im-
provement to the ability of the non-shared MLPs to account
for distinct image distributions: one MLP is optimized for
raw images with full context, while the other focuses on
localized, object-centric regions. This approach effectively
combines elements of both re-sampling and re-encoding, re-
sulting in the best overall performance.

4.5.2 Grounding and Reasoning.
We posit that visually grounded CoT directly connects the
grounding and reasoning processes. In Table 5, we ana-
lyze the impact of CoT signaling and grounding on rea-
soning performance, with two main observations: (1) By
introducing the CoT dataset and re-engagement mecha-
nism into SFT training, our method shows marked im-
provement in both vision- and text-centric reasoning tasks
compared to the Eagle-X3, which is trained on a standard
vision-language reasoning dataset, relying on implicit self-
attention for attending to visual token. This highlights the

Modules GMACs visual tokens timeinference

Re-encoding 8,710.6 1024 827 ms
Re-sampling 4,355.3 26 492 ms

Table 6. The re-sampling strategy shows advantages in computa-
tional efficiency over the re-encoding strategy.

importance of CoT for MLLMs. (2) Our full model, Argus,
further incorporates grounding datasets into SFT training
and exhibits additional performance gains. This enhance-
ment can be attributed to its strengthened object-centric per-
ception, which improves bounding box predictions and, in
turn, maximizes the utility of the CoT mechanism.

4.5.3 Computational Efficiency.
We compare the computational overheads introduced by
re-encoding and re-sampling strategies. Table 6 shows
that re-sampling has a major efficiency advantage in aver-
age visual encoding operations, measured in giga-multiply-
accumulate operations (GMACs), and number of additional
visual tokens, due to the reuse of patch embeddings, leading
to a faster inference time, as LLM prediction is not blocked
by visual encoding.

5. Conclusion
This work introduces Argus, a vision-centric reasoning
model with grounded chain-of-thought capability. By incor-
porating a grounding-driven visual attention re-engagement
mechanism, Argus demonstrates an effective approach to
enhancing multimodal reasoning by emphasizing directed
visual focus. Through extensive evaluations, we show that
our framework demonstrates superior performance across
both multimodal reasoning and referral object grounding
tasks. These findings not only advance our understanding of
vision-language fusion, but also suggest a promising direc-
tion for future MLLM architectures that emphasize vision-
centric mechanisms and visual chain-of-thought as a crucial
component of multimodal intelligence.
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