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Figure 1. AniDoc colorizes a sequence of sketches based on a character design reference with high fidelity, even when the sketches
significantly differ in pose and scale. Additionally, the model supports sparse sketch inputs, enabling effective interpolation and high-

quality colorization simultaneously, as shown in the last row.

Abstract

The production of 2D animation follows an industry-
standard workflow, encompassing four essential stages:
character design, keyframe animation, in-betweening, and
coloring. Our research focuses on reducing the labor
costs in the above process by harnessing the potential of
increasingly powerful generative Al. Using video diffusion
models as the foundation, AniDoc' emerges as a video line
art colorization tool, which automatically converts sketch
sequences into colored animations following the reference
character specification. Our model exploits correspondence
matching as an explicit guidance, yielding strong robust-
ness to the variations (e.g., posture) between the reference

1“Doc” is one of the seven dwarfs in Snow White and the Seven Dwarfs,
the first animated feature film produced by Disney.

character and each line art frame. In addition, our model
could even automate the in-betweening process, such that
users can easily create a temporally consistent animation
by simply providing a character image as well as the start
and end sketches. Our code is available at: https://yihao-
meng.github.io/AniDoc_demo.

1. Introduction

The animation industry, particularly in the realm of 2D
anime production, relies heavily on the meticulous process
of coloring line art to bring characters and scenes to life.
Colorization of line art [11, 12, 17, 33,42, 51, 65] in videos
is a critical task that not only adds aesthetic value but also
enhances the storytelling experience by conveying emotions
and actions vividly. Automating this process holds signifi-
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Figure 2. Illustration of the workflow of 2D animation production.

cant potential to streamline production workflows, reduce
labor costs, and accelerate content creation, meeting the
growing demand for high-quality animated content.

In the current anime production pipeline, artists typically
begin with character design sheets that define the visual
attributes of characters. These designs are then translated
into keyframe sketches — crucial frames that outline the
primary poses and movements in a scene. Next, artists
create in-betweening sketches, which are the frames drawn
between the keyframes to define the detailed movement and
transition [40, 63]. Traditionally, these frames are manu-
ally colored, a time-consuming task that involves careful
attention to ensure consistency with the original character
designs. Fig. 2 illustrates each step of this pipeline. Our
work aligns seamlessly with this pipeline, aiming to au-
tomate the colorization process while maintaining fidelity
to the original character designs and ensuring temporal
consistency across frames.

However, automating line art colorization [25, 57]
presents several challenges. One primary difficulty lies in
the mismatch between the character design and the line art
sketches, where the angles, proportions, and poses in the
design may not align with those in the keyframe sketches.
Additionally, achieving temporal consistency is crucial;
colorizing each frame individually can lead to flickering or
inconsistencies, detracting from the viewer’s experience [5,
31, 62]. Previous approaches [18, 44, 54] have attempted
to address these challenges but with limitations. They often
assume the availability of colorized versions of keyframes
and rely on dense line art guidance. This assumption
significantly increases the workload on artists, as it requires
manual coloring of multiple keyframes and detailed line
art inputs, making the process tedious and labor-intensive.
Moreover, some methods suffer from color information
leakage due to their training pipelines. Specifically, they
use non-binarized sketches extracted from color images
using neural networks for training, unintentionally incor-
porating color information from the original images into
the sketches. This information leakage undermines the
practicality of these methods, as real-world sketches do
not contain such implicit color information—a concern we
analyze further in our methodology.

To overcome these challenges, we propose a novel all-in-
one model that streamlines the colorization process within
a single framework. Our model leverages the priors from
pretrained diffusion-based video generation models [, 36],

harnessing their ability to capture temporal dynamics and
visual coherence. The key designs of our approach are
as follows: Correspondence-guided Colorization: We
address the misalignment between the reference character
design and the input line art sketches by incorporating an
explicit correspondence mechanism. The injection module
is designed to integrate color and style information from
the reference into the line art, effectively improving color
accuracy and consistency. Binarization and Background
Augmentation: To reflect real usage scenarios, we binarize
the condition sketches, forcing the model to truly learn
to extract color information from the reference character
design, rather than relying on recovering color information
leaked from the non-binarized sketches. This constraint
poses additional challenges for the model to accurately
colorize the line art. To mitigate the instability during
training due to this reduced information, we incorporate
background augmentation strategy which greatly improve
the colorization result. Sparse Sketch Training: Our
model employs a two-stage training strategy that first learns
the colorization ability and then removes the intermediate
sketches to learn the interpolation ability. By learning the
interpolation between keyframes, our model maintains tem-
poral consistency without extensive human intervention.
Our method demonstrates superior performance both
quantitatively and qualitatively compared to existing ap-
proaches. It effectively colorizes line art sketches in
videos, maintaining high fidelity to the reference character
designs and ensuring temporal consistency across frames.
Moreover, we demonstrate that a single reference character
image can be used to colorize sketches from different
segments featuring the same character, even when these
sketches differ significantly in scale, pose, and action from
the reference design. Our work represents a significant
step toward automated, efficient, and artistically consistent
animation production, with potential applications extending
beyond anime to various forms of digital art and media.

2. Related Work

2.1. Line Art Image Colorization

Line art colorization [2, 10, 22, 27, 28, 37, 5658, 61]
differs from natural image colorization, as it lacks an illumi-
nance channel and only contains structural information, of-
fering more flexibility. Traditional methods [35, 41] rely on
users manually adding color to specific regions. The advent
of deep learning has advanced this field, with techniques
like color hint points [55], color scribbles [8], text tags [23],
and natural language prompts [64]. Reference-based col-
orization, where users provide a reference image to guide
the coloring, has also gained popularity. Methods like [38]
use segmented graphs, while Chen et al. [6] employ active
learning, and [3] apply attention networks. AnimeDiffu-
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sion [4] introduces the first diffusion-based reference-based
framework for anime face colorization. However, these
methods colorize sketch images separately, struggling with
temporal coherence when colorize a sequence of sketches.

2.2. Reference-based Line Art Video Colorization

Several approaches extend reference-based colorization to
videos. Given an input of reference image, these methods
colorize the corresponding sketch sequence based on the
reference image’s color information. LCMFTN [60] trains
a model using animation frame pairs but lacked temporal
coherence. TCVC [44] uses previously colorized frames to
maintain short-term consistency, but errors accumulate over
time. TRE-Net [46] mitigates this by using both the first
frame and previously generated frames. ACOF [54] propa-
gates colors based on optical flow but requires refinement.
The most recent work LVCD [18] proposes the first video
diffusion model to colorize sketch video, but suffer from the
issue of non-binarized sketch information leakage, limiting
its real-world applicability. Most importantly, all of these
methods require the color version of the first frame of each
video clip, while in the actual anime production workflow,
colorists typically only receive the character design image
and need to use that image to colorize different clips
featuring the character.

2.3. Video Interpolation

With the rapid development of controllable video gener-
ation models [30, 50], video interpolation has achieved
increasingly better results. Unlike reference-based coloriza-
tion, video interpolation [9, 16, 19, 20, 24, 39, 47] aims
to generate in-between frames from both the first and last
frames. SparseCtrl [13] and SEINE [7] extend video in-
terpolation using pretrained text-to-video diffusion models
and additional image conditions. Shi et al. [39] adapt video
interpolation for cartoon animation with temporal constraint
networks. Animelnterp [40] interpolates middle frames by
warping with predicted flows. ToonCrafter [49] introduces
a diffusion-based video interpolation model. Zhu et al. [63]
proposes a thin-plate spline-based interpolation module for
animation sketch inbetweening. We aim at an all-in-one
model that simultaneously performs automatic interpolation
and colorization for anime. However, more precise interpo-
lation methods [47], can be integrated to achieve enhanced
control over sketch manipulation.

3. Method

We formally define the problem of line art video coloriza-
tion with reference images. Given a reference image Ii.f
that encapsulates the desired color and style of the character
and a sequence of binarized line art sketches {S;}7 ;,
where S; is the sketch at time frame ¢, our objective is to
generate a sequence of colorized frames {I;}1_; such that:

1. Each frame I; is a colorized version of the sketch S;.

2. The colorization is consistent with the character design.

3. The sequence {I;} is temporally coherent, ensuring
smooth transitions without flickering artifacts.

Formally, we aim to learn a function f that maps the

sketches and the reference image to the colorized frames:

{It}tT:I = f({St}tT=17[ref)~ (1)
3.1. Motivation and Pipeline Design

We summarize the shortcomings of state-of-the-art ap-
proaches when handling real-world animation production
scenarios and design modules to overcome them.
Mismatch Between Character Design and Input
Sketches. Existing methods rely on the assumption that
the reference image is strongly pixel-aligned with the first
frame of the sketch sequence. When the reference provided
is not the first-frame image, but instead a character design
from a different angle, the model struggles to correctly
match the colors and details, as shown in Fig. 5. This
limitation necessitates manual coloring for each clip’s
keyframes in the animation, which is labor-intensive and
counteracts the benefits of automation. To address this,
we aligns and transfers color information from reference
character design to input sketches with correspondence-
guided control module, as described in Sec. 3.2.
Degradation with Binarized Sketches. Previous methods
often rely on sketches extracted from color images using
learned neural networks. These non-binarized sketches con-
tain unintended color information leaks from the original
color images, although invisible to the human eye. When
training with these non-binarized sketches, the model tends
to learn how to recover these hidden color information
rather than correctly learning to find the corresponding
parts in the reference to color the sketch, resulting in
models that perform poorly when applied to binarized
sketches. As depicted in Fig. 4, when previous methods
are applied to binarized sketches, the outputs suffer from
severe degradation. The colorization is inaccurate, and the
visual quality is significantly reduced compared to when
non-binarized sketches are used. To address this issue, we
mirror the real production conditions by adopting the binary
sketch in training and apply background augmentation to
enhance the robustness as in Sec. 3.3.

Reliance on Dense Sketches as Conditions. Previous
methods often require dense sketches to maintain temporal
consistency. Manually drawing inbetweening sketches in
an animation is costly. We aim to use only Sy, St to further
improve the scalability of automatic creation and propose
the sparse sketch training scheme in Sec. 3.4.

Pipeline Design.  Following Stable Video Diffusion
(SVD) [1], our main architecture consists of a denoising
3D U-Net designed for video generation. The reference
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Figure 3. Overview of AniDoc pipeline. We adopt a two-stage training strategy. In the dense-sketch training stage, we explicitly extract
matching keypoints pairs between the reference image and each frame of the training video, constructing point maps to represent the
correspondences. In the sparse-sketch training stage, we remove the intermediate frame sketches and use the matching points from the start
and end frames to interpolate point trajectories, which guide the generation of the intermediate frames.
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Figure 4. Illustration of color leakage issue in non-binarized
sketch. For previous video colorization method [18], when given
non-binarized sketch, even if the reference is an empty image, it
can still generate colorized results with similar color pattern to the
ground truth. After binarizing the sketch, the colorization results
degrade significantly.

image latent is duplicated across the number of frames
and concatenated along the channel dimension with the
noisy latent so that the reference image information can
be integrated into the colorization process through multiple
self-attention layers in the 3D U-Net encoder. To inject
the correspondence between the reference character design
and the sketch, we explicitly extract corresponded keypoints
and construct point maps. The correspondence information
and sketch information are then encoded by a 3D U-Net
dual branch similar to [59] , and injected into the main
branch as control signals. To construct training pairs
of reference character designs and corresponding sketch
sequences, we select long videos from the Sakuga-42M
dataset [32], where the characters naturally undergo rich
transformations, including changes in position, posture,
angle, scale, etc., which align with the needs of our model.

The training objective for our model is as follows:

L= ]Ezt,zo,t,e |:H6 - 65 (Zt; t, ZO: Csketch Ccorr) H2] , (@)

where z° denotes VAE-encoded latent feature of the refer-
ence image, Csietcr, means the sketch control signal, ceoprr
means the correspondence control signal, and €j is the
combination of the denoising U-Net and the control branch.

3.2. Correspondence-guided Colorization

During training, we use an off-the-shelf keypoint matching
method LightGlue [26] with SIFT descriptor [29] to extract
matching keypoints between the reference image and the
first frame of the training video. The matched keypoints are
denoted as {(aly, yip), (1, 43)},_,. where n refers to the
number of matching pairs. Based on these matched key-
points, we construct a point map pair P; = (Pef, P sketch )
representing the matching correspondence of the reference
image and the first frame. Each point map is in the size
of H x W (same as the image resolution), where the
coordinates corresponding to the matched keypoints are
marked with the same integer label:

Ref(xfeﬁ yfef) = Pl,sketch(xi7 yi) = 1. 3)

For unmatched pixels, the value is set to 0.

We then employ Co-Tracker [21] to track the movement
of keypoints {(xzhyi)}:l:l in each frame and construct
correspondence point maps in the same way. As a result,
we obtain a point map Peq = {P;}1, € R¥XTXHXW,
which explicitly encodes the correspondence between the
reference image and each sketch in the training video.

We concatenate the point map Fiq with the reference
image [.r together as explicit correspondence guidance
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information and integrate it into the control branch. Specif-
ically, for a given keypoint (z%,y¢) in sketch frame S;, the
model can use the point map P; to obtain the corresponding
location (z’, y%;) in the reference image I,.r and extract
corresponding color information at that location. Thus, our
video generation process can be represented as:

{I}/Z1 = D(Let, E{Si} =1 AP} =1, L)), (4)

where D refers to the denoising process of the 3D diffusion
U-net, E refers to the control branch encoder.

Semantic Keypoint Matching During Inference. During
training, we apply LightGlue [26] with SIFT descriptor [29]
for keypoint selection and matching between the reference
image and the training video frames due to its fast speed.
However, during inference, we do not have the ground truth
color image to extract corresponding keypoints. Methods
like the SIFT descriptor, which are focusing on low-level
image feature, fail to correctly match keypoints between
the color reference image and the sketch due to the large
domain gap. One recent work DIFT [43] have found
that features extracted by diffusion models can achieve
semantic-level matching. Thus, during inference, we first
extract keypoints in the reference character design using
X-Pose [52], and find the matching keypoints in the given
sketch using semantic feature DIFT.

3.3. Binarization and Background Augmentation

In real animation production, sketches provided to colorists
are typically binarized line drawings without grayscale
shading or hidden color information. To simulate this real-
world condition, we apply a binarization process to the
extracted sketches during training by setting pixel values
greater than 200 to 255 and others to 0. This converts the
sketch Sp,y into a binary image Spi,, with black lines (0)
and white background (255).

Using binarized sketches as conditioning inputs poses
significant challenges for the model. One primary issue
is the ambiguity between the background and large white
regions in the foreground. Both are represented by the
same pixel value (255), making it difficult for the model
to distinguish. This ambiguity can lead to confusion
during colorization, resulting in erroneous outputs where
the model may incorrectly color background regions or fail
to accurately color foreground elements. Such failure cases
are evident in our ablation studies (refer to Sec. 4.4).

To address this problem, we enhance the training process
through background augmentation. Specifically, we ran-
domly remove the background of the reference image with
a 50% probability during training process, using an off-
the-shelf background removal model [34]. This forces the
model to learn to distinguish between the foreground and
background regions. In the foreground region, the model
learns to extract color information from the correct areas of

the reference character design. In the background region,
the model is required to rely more heavily on its internal
generative prior, enabling it to produce a background that is
coherent with the foreground character.

3.4. Sparse Sketch Training

To further reduce the necessity of drawing intermediate
sketches for animations with simple motions, we introduce
a sparse sketch training strategy in a two stage way. In the
first stage, the training is conducted with all frame sketches
available. We hope that the model learns how to correctly
extract information from the point map in this stage, which
will guide the training in the next stage.

After completing the first stage training, we remove the
sketch condition for intermediate frames and use keypoints
information to guide the interpolation. Inspired by [48],
we additionally transform the keypoint coordinates into a
Gaussian heatmap G; which is more suitable for trajectory
control, and concatenate (G; with the original point map
P, together. Specifically, the model is conditioned on the
start and end sketches, S; and S, as well as the pointmap
P, ® G, at each frame:

{1} = D(Let, B(S1, S1, AP ® G}, Let))- ()

Noted that during training the point trajectories are ob-
tained through point tracking in the training video using Co-
Tracker [21], while during inference we extract matching
keypoints pairs between the start and end sketches and
linearly interpolate the intermediate point trajectories.

In this sparse-sketch training stage, we randomly select
up to 5 keypoints, corresponding to 5 trajectories. The
selection probability is determined by the magnitude of the
motion, with trajectories having larger motion being more
likely to be selected. Guided by the keypoint trajecto-
ries, our model can produce smooth intermediate colorized
frames with only sparse sketch inputs.

4. Experiments

4.1. Implementation Details

Our method is built upon SVD and is trained on the Sakuga-
42M [32] dataset, which comprises a large number of anime
clips with diverse styles. To create reference images and
sketch videos with large differences, we exclude clips with
fewer than 50 frames, ultimately retaining around 150k
video clips. We set the interval between the reference image
and the first frame of the target video to 32 frames, with
the target video length being 14 frames. During the first
training stage, where the generation is conditioned on per-
frame sketches, we simultaneously fine-tune all parameters
of both the U-Net and ControlNet, including both the
spatial and temporal attention layers. This is done for
100k steps using the AdamW optimizer with a learning rate
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Figure 5. Visual comparison of reference-based colorization with four methods LVCD [18], LVCD+IP-Adapter [53], ID-animator [14],
ToonCrafter [49].

of 1 x 107>, at a resolution of 256 x 256 due to GPU at a resolution of 512 x 320. We randomly select up to

memory constraints. Subsequently, we freeze other layers 50 keypoints to enhance the model’s robustness to varying
and fine-tune the spatial layers for an additional 10k steps numbers of keypoints. During the sparse sketch training
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Figure 6. Ablations on each component. “w/o matching” indicates
without the corresponding matching module, “w/o binarize” indi-
cates without binarization and background augmentation.

stage, we remove the middle frames’ sketches and further
fine-tuned all parameters for 100k steps. The training is
conducted on 16 NVIDIA A100 GPUs with a total batch
size of 16, and the entire training process takes 5 days.

4.2. Comparison

To comprehensively evaluate the coloring ability of our
model, we randomly select 200 clips from 10 different eras
and styles of anime to construct the test set. We select cor-
responding character design images (without background)
as reference images.

We compare our proposed method with two state-of-the-
art reference-based line art video colorization frameworks:
LVCD [18] and ToonCrafter [49], both of which are based
on video diffusion models. Since LVCD’s original setting
requires the colorized version of the first sketch as a
reference, we also compare it with the IP-Adapter [53] +
LVCD version. In this case, we first use a diffusion-based
image colorization method IP-Adapter to colorize the first
frame’s sketch, and then use this colorized image as the
reference for LVCD. For ToonCrafter, which requires color
versions of both the start and end frames, we first use IP-
Adapter to colorize the sketches of both frames. Addi-
tionally, we select a recent video personalization method,
ID-animator [14], which excels at identity preservation in
general domains and can achieve a similar function to
colorization when combined with ControlNet [59].
Qualitative Comparison. As shown in Fig. 5, our method
produces significantly clearer textures and better preserves
the character’s identity. It performs especially well in
scenarios with substantial differences between the reference
character design and input sketches, where LVCD and ID-
Animator fail to accurately colorize the sketches. Even
when providing the colorized first frame using IP-Adapter
for these baselines, our method still outperforms them in
both visual quality and identity preservation.

Quantitative Comparison. We evaluate the quality of the
colorized animations in two aspects: 1). Frame and Video
Quality: we adopt Frechet Inception Distance [15] (FID)

Table 1. Quantitative comparison with existing baselines on
reconstruction and generative metrics.

Method PSNRT SSIM{ LPIPS| FID| FVDJ
ID-Animator 15.61 03129 0.5151 158.16 677.61
LVCD 15.77 0.6446 0.2580 121.98 584.33
LVCD + IP 16.52 0.6404 0.2639 118.28 496.45

ToonCrafter + IP 14.97 0.3983 0.4532 110.48 492.10
AniDoc (Ours) 19.23 0.7720 0.1704 54.33 230.18

Table 2. Ablations on correspondence matching module and
binarization + background augmentation.

Settings PSNR{ SSIM{ LPIPS| FID| FVD]
w/o binary 1541 0.6639 0.2471 94.89 503.23
w/o matching ~ 17.80 0.7068 0.2252 75.91 273.86
AniDoc (Ours) 19.23 0.7720 0.1704 54.33 230.18

to measure image quality and assess video quality using
Frechet Video Distance [45] (FVD). 2). Colorization Accu-
racy: we measure the similarity of the colorized frames and
the original animation frames using reconstruction metrics
including PSNR, SSIM, and LPIPS. For all the metrics, we
resize the frames to 256 x 256 and remove the background
for every frame because the reference character design does
not include background information.

As shown in Tab. 1, our method achieves the best scores
across all metrics, indicating high-quality colorization re-
sults. For a more comprehensive assessment, we recom-
mend reviewing the supplementary comparison videos.

4.3. Flexible Usage

We assess the flexibility of our model in three distinct
settings, as depicted in Fig. 7.

Same Reference with Varying Sketches. By using the
same reference, our model is able to generate consistent
colorizations across different video clips, even when the
sketches differ significantly in terms of pose or scale.
Same Sketch with Different References. When applying
different reference images to the same sketch sequence,
our method preserves the identity of the character while
adapting the finer details, such as lighting and background,
according to the distinct styles of the references.

Sparse Input Sketches. Thanks to our two-stage training
strategy, AniDoc supports animation with sparse sketches.
By using only the start and end sketches, the model effec-
tively produces smooth and coherent animations.

4.4. Ablation Study

We perform ablation studies Tab. 2 on two key components.
Effect of Correspondence Matching. Without the cor-
respondence matching module, the model struggles to
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Figure 7. Illustration of the flexible usage of our model. Figure (a) shows the ability of using same reference to colorize different sketches.
Figure (b) demonstrates the robustness to different references. Figure (c) shows the sparse-sketch generation results.

localize and transfer detailed color information accurately.
As shown in the Fig. 6, the character’s black sideburns
have not been colored correctly, and the pink color of the
hair has mistakenly been applied to the clothing. Incorpo-
rating correspondence matching ensures precise alignment
between the reference and the input sketches, significantly
improving color accuracy.

Effect of Background Augmentation. Without back-
ground augmentation during training, the model struggles
to distinguish between the foreground (character) and the
background. Consequently, it may generate frames where
certain regions are incorrectly colorized as pure white or
contain artifacts, due to the limited information provided by
the binarized sketches. Incorporating background augmen-
tation helps the model to better understand scene context,
leading to more accurate and visually pleasing results.

5. Conclusion

In this paper, we introduced a novel all-in-one model for au-
tomatic lineart video colorization that integrates seamlessly
with existing anime production pipelines. Our approach
tackles key challenges such as misalignment between char-
acter designs, limited information in binarized sketches and
situations with only sparse sketches. Comprehensive ex-
periments demonstrate that our method outperforms state-
of-the-art baselines in both quality and temporal consis-
tency. For future work, we aim to incorporate interactive
point control to handle subtle color variations and develop
stronger, more efficient video models to support longer and
higher-quality animation creation, further enhancing the
efficiency and creativity of animation production.
Acknowledgements: This work was supported by Ant
Group Research Intern Program.
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