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Figure 1. SyncVP is a diffusion model for synchronized multi-modal video prediction. It generates multi-modal future frames like RGB
and depth for a given observation that can consist of both modalities (left) or only one modality (right).

Abstract

Predicting future video frames is essential for decision-
making systems, yet RGB frames alone often lack the in-
formation needed to fully capture the underlying complex-
ities of the real world. To address this limitation, we
propose a multi-modal framework for Synchronous Video
Prediction (SyncVP) that incorporates complementary data
modalities, enhancing the richness and accuracy of fu-
ture predictions. SyncVP builds on pre-trained modality-
specific diffusion models and introduces an efficient spatio-
temporal cross-attention module to enable effective infor-
mation sharing across modalities. We evaluate SyncVP
on standard benchmark datasets, such as Cityscapes and
BAIR, using depth as an additional modality. We further-
more demonstrate its generalization to other modalities on
SYNTHIA with semantic information and ERA5-Land with
climate data. Notably, SyncVP achieves state-of-the-art
performance, even in scenarios where only one modality
is present, demonstrating its robustness and potential for
a wide range of applications.

1. Introduction
Video prediction, the task of forecasting future video frames
based on past video frames, has gained significant atten-
tion in recent years [3, 39, 42, 44] due to its broad range
of applications. Autonomous driving, weather forecast-

ing, healthcare and human-machine interaction are just a
few examples of scenarios in which the ability to antic-
ipate future events is critical. In these contexts, accu-
rate video prediction enables systems to react and adapt
in real-time, enhancing both safety and efficiency or pro-
viding valuable information for decision-making processes.
While traditional video prediction focuses on generating
future frames of RGB videos, many real-world applica-
tions involve multiple sensory inputs and require a deep un-
derstanding of the underlying real world dynamics. This
leads to a natural extension of the task to the multi-modal
domain, where additional data such as depth or seman-
tic information are used alongside RGB frames. Several
works have thus investigated how to exploit other modal-
ities for conditioning the generation of images or videos,
like text [5, 14, 28, 36, 48, 58], depth [13, 21, 24, 49, 57],
pose [29, 57], flow [32], sketches [43] and audio [35, 50].
Although significant progresses have been made in guiding
video generation through the use of auxiliary modalities,
few studies have focused on developing models capable of
leveraging multiple modalities while simultaneously gener-
ating each of them.

In this paper, we thus propose an approach for multi-
modal video prediction as shown in Fig. 1. Given a set
of observed frames, the model predicts future frames of
two modalities like RGB and depth in a consistent man-
ner. While our approach is based on a latent diffusion
model [56], we demonstrate that a naive concatenation of
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the modalities performs poorly since each modality has its
own characteristics. Instead, we propose a pair of syn-
chronized diffusion models that share relevant informa-
tion through an efficient cross-attention mechanism, which
works separately on the spatial and temporal dimensions.
Another key aspect is the noise sharing between the modali-
ties, which not only ensures synchronous predictions across
the modalities but also has a very positive impact on the loss
convergence. Finally, we propose a novel cross-modality
guidance approach for training, which enables the model
to predict multi-modal frames even if only one modality is
observed as shown in Fig. 1. We summarize the contri-
butions of our Synchronous multi-modal Video Prediction
framework (SyncVP) in the following key points:
• A generalized and scalable multi-modal framework for

video prediction that can exploit pre-trained modality
specific diffusion models with little finetuning.

• We introduce a lightweight and efficient module for cross-
modality information exchange through a split spatio-
temporal cross-attention mechanism that computes only
a single shared attention matrix.

• We propose to use a shared forward diffusion process by
applying the same noise to each modality. This method
leads to significant improvements in loss convergence and
conditional generation performance compared to using
independent noises.

• We propose cross-modality guidance, a joint modality
training technique that enables simultaneous multi-modal
video prediction also with partial conditioning. By ran-
domly masking one or both modality inputs during train-
ing, the model learns to predict future frames even when
one modality is missing.

2. Related Work
We discuss related works for video prediction and multi-
modal generation, as this work bridges these two tasks and
establishes a multi-modal framework for synchronous video
prediction.

2.1. Video prediction

Early approaches for video frames prediction primarily fo-
cused on recurrent networks like ConvLSTM and RNNs [6,
40, 44]. Due to the inherent uncertain nature of fu-
ture frames in a video, several works proposed stochastic
methods based on variational models (VAEs, VRNNs) [1–
4, 7, 11, 41, 47]. GANs have also proven effective in
video prediction [9, 22, 27, 39]. Other approaches tack-
led this task as a neural process [54] mapping input spatio-
temporal coordinates to target pixel values, using tailored
video Transformers [53] or, inspired by the human vision
system [19], defining a model for the frequency domain
through the use of a multi-level wavelet transform. In the
last three years, Diffusion models have been dominating the

field of image generation [16, 33], and they have shown out-
standing performances on videos [5, 17]. Based on the dif-
fusion paradigm, several works proposed models for video
prediction [18, 26, 42, 55, 59], each of them proposing
different backbone models, past frames conditioning tech-
niques or ways to model the spatio-temporal dependen-
cies. Although these studies have progressively improved
the quality of generated videos, none has yet focused on the
integration and exploitation of multi-modal information.

2.2. Multi-modal generation

Multi-modal generation is the task of generating semanti-
cally aligned outputs across different data modalities. In
the image domain, we find several works that aim to learn
the joint distribution of multiple modalities. LDM3D [38]
trains a diffusion model for generating an RGB+D image
from text by concatenating the RGB and depth images along
the channel dimension before feeding the resulting vector
to the latent encoder. MT-Diffusion [8] instead defines a
common diffusion space by aggregating the latent repre-
sentations of each modality, which are separately encoded.
DiffX [45] proposes a multi-path VAE to encode and de-
code all the modalities in a single shared latent space before
training a diffusion model for layout-guidance. HyperHu-
man [25] uses a joint diffusion UNet with expert branches of
RGB, depth and surface normal for image generation. The
generated depth and normal images are then used in a sec-
ond refining step as conditioning for generating an RGB im-
age with higher resolution. Finally, Xing et al. [50] propose
an inference time optimization technique that uses a pre-
trained ImageBind model to align the latent vectors gener-
ated by two separate video and audio diffusion models.

Focusing on video models, MM-Diffusion [35] employs
two coupled denoising networks for joint audio-video gen-
eration. The whole system is trained in a single step
with a cross-attention mechanism that synchronizes the two
modalities. Similarly, IDOL [57] also uses two denois-
ing UNets coupled with cross-attention for pose-guided hu-
man image animation. They first estimate the depth map
for the given image and then generate an animation of the
two modalities. They furthermore introduce loss terms for
motion and cross-attention maps to enhance the consis-
tency between generated RGB and depth frames. Although
CVD [20] does not handle multiple modalities, they pro-
pose a video generative diffusion model for multiple views.
A cross-view attention module is trained on top of a Stable
Diffusion model to condition on different camera poses. To
the best of our knowledge, this is the first work addressing
multi-modal generation in a pure video prediction manner,
defining a multi-modal video-to-video framework that ex-
ploits complementary information from all the modalities
to improve the generation quality of the predicted video.
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Figure 2. Our multi-modal latent diffusion framework is trained by exploiting pre-trained weights (θR, θD) of each modality and an
efficient spatio-temporal cross-attention mechanism. The same noise ϵ is used during the forward diffusion process of each modality.

3. Synchronous Multi-Modal Video Prediction
Our goal is to forecast multi-modal video frames from a
short sequence of observed frames where we focus on RGB
and depth as modalities. As illustrated in Fig. 1, we pro-
pose an approach with a novel cross-modality guidance, i.e.,
the multi-modal model can be conditioned on both or only
one modality. Before we describe the approach in detail,
we first introduce a formal definition of joint multi-modal
video prediction. Given a dataset of paired RGB and depth
videos D = {(ri,di)}Ni=1, our goal is to predict P fu-
ture RGB rx = (rt1 , rt2 , ..., rtP ) and depth frames dx =
(dt1 , dt2 , ..., dtP ) given C past RGB rc = (rt1 , rt2 , ..., rtC )
and depth frames dc = (dt1 , dt2 , ..., dtC ). We are there-
fore interested in learning the joint conditional distribution
p(rx,dx | rc,dc). While we describe the proposed Syn-
chronous multi-modal Video Prediction (SyncVP) frame-
work, which is based on a novel spatio-temporal cross-
attention, in Sec. 3.1, Sec. 3.2 describes the training using
cross-modality guidance.

3.1. Spatio-temporal cross-attention

Our proposed Synchronous multi-modal Video Prediction
(SyncVP) model for RGB-D prediction consists of a la-
tent diffusion model with two branches as illustrated in
Fig. 2b. These branches are connected by a spatio-temporal
cross-attention module placed between the deepest layers,
right after the self-attention modules of the two denoising
networks, allowing high-level semantic features alignment
across the modalities. For each branch, we use a small
custom version of the UNet architecture proposed by [56].
The latent autoencoder takes as input a sequence of frames
x ∈ RT×H×W×C and produces a latent vector E(x) = z =

[zs, zh, zw] ∈ RC′×L, where zs ∈ RC′×H
4 ×W

4 encodes
information about the general content of the video frames,
while zh ∈ RC′×T×H

4 and zw ∈ RC′×T×W
4 encode tem-

poral information. While one could define a simple cross-
attention module that works on the intermediate features
zR = ER(rx) and zD = ED(dx) of both UNets, we ar-

gue that a smarter and more efficient way would be to com-
pute cross-attention only between the respective spatial and
temporal latent feature vectors of the two modalities. In-
spired by [23, 46], we propose a dual-way spatio-temporal
cross-attention (STCA) that is efficiently computed by one
single attention map. So given zR = [zsR, z

h
R, z

w
R] and

zD = [zsD, zhD, zwD], the cross-attention is computed for
each pair (3 times) of zr ∈ zR and zd ∈ zD as follows:

A =

(
QRQ

⊤
D√

dk

)
,

QR = WQR
zr, QD = WQD

zd,
VR = WVR

zr, VD = WVD
zd,

zr = zr +WOR
(Softmax (A)VD),

zd = zd +WOD
(Softmax

(
A⊤)VR),

(1)

where WQR
,WQD

,WVR
,WVD

,WOR
,WOD

are the
query, key and output projection matrices for RGB and
depth. Our split Spatio-Temporal Cross-Attention (STCA)
not only results in better multi-modal video predictions than
using normal cross-attention (CA) as we demonstrate in the
experiments, but it is also more efficient. Indeed consider-
ing the dimension of our latent vector z and the quadratic
cost of attention, the complexity ratio between STCA and
CA is:

STCA(z)

CA(z)
=

O
((

H·W
16

)2
+
(
H·T
4

)2
+
(
W ·T
4

)2)
O
((

H·W
16 + H·T

4 + W ·T
4

)2) . (2)

In case of 8 frames with resolution 64 × 64 or 128 × 128,
STCA needs only 37% or 50% of the computation of CA,
respectively. In our network, we implement STCA (1) as
multi-head attention.

3.2. Cross-modality guidance

While the described architecture could be trained end-to-
end to learn the joint distribution p(rx,dx | rc,dc), such a
straightforward training resulted to be ineffective. We argue
that learning this distribution can be extremely complex due
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to the differences between the two data modalities: RGB
videos contain inherently more fine grained appearance and
shading details compared to depth videos. A model trained
from scratch on such data would struggle to converge as
each modality has its own complexity and learning curve as
we show in the experiments. To overcome this problem, we
propose to first learn the two single conditional distributions
p(rx | rc) and p(dx | dc) independently and then model the
joint one in a second fine-tuning step. We therefore train
two independent diffusion models based on the PVDM [56]
UNet using the DDPM algorithm with the standard diffu-
sion loss:

L = Ex,c,ϵ,t

[
∥ϵ− ϵθ(E(x)t, t, E(c))∥22

]
, (3)

where θ are the parameters of the denoising model, x are
the target future frames, t is the diffusion timestep and c
are the conditioning frames. Since we apply diffusion in
a latent space, we also need to train the autoencoders for
each modality: D(E(·))R for RGB and D(E(·))D for depth.
After an initial step of training independently the modality
specific diffusion models ϵθR and ϵθD , we can use them as
a reasonable starting point to model our joint conditional
distribution p(rx,dx | rc,dc). So the SyncVP branches,
as shown in Fig. 2b, are initialized with these pre-trained
weights and the multi-modal model is fine-tuned with re-
spect to the following loss:

LM = Erx,dx,rc,dc,ϵ,t

[
∥ϵ− ϵθR(ER(rx)t, t, ER(rc))∥

2
2 +

∥ϵ− ϵθD (ED(dx)t, t, ED(dc))∥22
]
.

(4)

Notice that, as illustrated in Fig. 2a, the target noise ϵ
is shared across both modalities. Specifically, we sample
ϵ ∼ N (0, I) only once and then apply the forward diffu-
sion process to each modality’s latent vector:

zt =
√
ᾱt E(x0) +

√
1− ᾱt ϵ, (5)

where x0 are the original input frames and ᾱt =
∏t

s=1 αs,
with αt ∈ (0, 1), represents the noise schedule. In our ex-
periments, we show that this is particularly beneficial for
video prediction and we argue that since each modality
is conditioned with initial frames that belong to a shared
context, learning the same reverse denoising transforma-
tion simplifies the training and enforces the model to pre-
dict frames that are consistent across modalities, leading to
faster convergence, lower loss, and better conditional gen-
eration.

Since our goal is to forecast multi-modal frames condi-
tioned on both or only one modality as illustrated in Fig. 1,
we propose a cross-modality guidance training proce-
dure, which is inspired by the classifier-free guidance ap-
proach [15]. Instead of training the model only for the

joint conditional distribution p(rx,dx | rc,dc), we train
our model for full and partial conditional generation, i.e.,
we simultaneously learn the following three distributions:
p(rx,dx | rc,dc), p(rx,dx | 0,dc), p(rx,dx | rc,0). This
is achieved by randomly masking one of the modalities rc
and dc.

4. Experiments
4.1. Implementation details

Analyzing a single diffusion branch, we customize the
PVDM model [56] as a two-level UNet, where channels are
doubled, and the vector length is reduced by a factor of 4
only once. As a result, each modality-specific branch has
approximately 58 million parameters, which is about 11%
of the original PVDM-L model and 44% of the PVDM-S
model. We train both single-modality models and SyncVP
using DDPM with 1000 steps, and use DDIM [37] with 100
steps during inference. Cross-modality guidance is applied
during training by conditioning on both modalities with a
50% probability, and on a single modality with a 25% prob-
ability each. Our model is trained to predict 8 frames in each
forward pass and operates auto-regressively at test time to
generate the desired sequence length. The source code is
available at https://SyncVp.github.io/.

4.2. Datasets

We train and evaluate our multi-modal video prediction
model on two widely used datasets for video prediction,
Cityscapes [10] and BAIR [12], a subset of OpenDV-
YouTube [51] at higher resolution, as well as two additional
datasets, SYNTHIA [34] and ERA5-Land [31], to demon-
strate the generalization of the method to other modalities
beyond depth.
Cityscapes [10]: One of the most widely used datasets
in video prediction benchmarks, Cityscapes provides RGB
videos of driving scenes along with disparity maps com-
puted from a stereo camera system mounted on a car. The
dataset consists of short video sequences of 30 frames. Fol-
lowing previous works, we resize and center-crop the videos
to a 128×128 resolution, using the first two frames as condi-
tioning input to predict the remaining 28 frames (2 → 28).
BAIR [12]: Known for its challenging stochasticity, BAIR
contains over 40.000 videos of a robotic arm making highly
random movements as it interacts with objects on a table-
top. BAIR provides only 64 × 64 RGB videos, each 30
frames in length, without depth information. To adapt this
dataset to our setup, we compute pseudo ground-truth depth
using DepthAnything-v2 [52]. Also in this case, following
previous works, we adopt the 2 → 28 prediction setup.
OpenDV-YouTube [51]: The dataset comprises over 1,700
hours of real-world driving videos sourced from YouTube.
For our experiments, we select a small subset approximately
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Models Cityscapes, 2 → 28
#T FVD↓ SSIM↑ LPIPS↓

SVG-LP [11] 100 1300.26 0.574 549.0
NPVP [54] 100 768.04 0.744 183.2
VRNN 1L [7] 100 682.08 0.609 304.0
Hier-VRNN [7] 100 567.51 0.628 264.0
GHVAEs [47] - 418.00 0.740 194.0
VDT [26] - 142.3 0.880 -
MCVD [42] 10 141.31 0.690 112.0
ExtDM-K4 [59] 100 121.3 0.745 108
STDiff [55] 10 107.31 0.658 136.26

Ours (w/o depth) 10 97.31 0.652 161.1
Ours 10 84 0.649 159.7

Models BAIR, 2 → 28
#T FVD↓ SSIM↑ LPIPS↓

NPVP [54] 100 923.62 0.842 57.43
STM-FANet [19] - 159.6 0.844 93.6
VPTR-NAR [53] - - 0.813 70.0
Hier-VRNN [7] 100 143.4 0.829 55.0
MCVD [42] 10 120.6 0.785 70.74
SAVP [22] 100 116.4 0.789 63.4
ExtDM-K4 [59] 100 102.8 0.814 69
STDiff [55] 10 88.1 0.818 69.40

Ours (w/o depth) 10 70.49 0.795 79.43
Ours 10 63.60 0.805 75.17

Table 1. Comparison of SyncVP with other methods on Cityscapes (left) and BAIR (right).

matching the size of Cityscapes (65 minutes at 30 fps).
Frames are cropped and resized to 256 × 256, then these
are grouped into non-overlapping clips of 32 frames. These
are split into training (80%), validation (10%), and testing
(10%) sets. We train this model in an 8 → 8 setting. Pseudo
depth is computed using DepthAnything-v2 [52].
SYNTHIA [34]: This synthetic dataset of urban scenes pro-
vides frame-by-frame aligned RGB and semantic segmen-
tation maps. SYNTHIA consists of 182 training and 90 test
video clips, each with an average length of 500 frames. For
our purposes, we use 16-frame video clips at a 128 × 128
resolution, training the model in an 8 → 8 setting, with
the test set divided into smaller, non-overlapping clips of 16
frames each. We chose to use it to test our model for RGB
and semantic maps, which is a different set of modalities.
ERA5-Land [31]: The dataset is widely used in global cli-
mate research, providing daily measurements from 1950 to
the present as spatial images of size 360×540. In our exper-
iments, we focus on two variables: the two-meter tempera-
ture (t2m) and surface pressure (sp). We restrict the dataset
to data from 1979 onward, yielding a total of 16,799 frames.
The raw reanalysis data are sourced from the Climate Data
Store (CDS) [30]. Each frame is resized to 256 × 384, and
the frames are then split into a training (80%) and testing
(20%) set. The model is trained for 4 → 4 prediction and
evaluated in a 4 → 8 setup.

4.3. Evaluation

Metrics For evaluation, we use Frechet Video Distance
(FVD), Structural Similarity Index Measure (SSIM), and
Learned Perceptual Image Patch Similarity (LPIPS). FVD
is the primary metric, as it evaluates both temporal coher-
ence and perceptual quality by comparing distributions be-
tween real and generated videos in feature space. SSIM
assesses spatial consistency frame-by-frame, focusing on
luminance and structural attributes, while LPIPS measures

perceptual similarity using deep features. Unlike SSIM
and LPIPS, which ignore temporal dynamics, FVD captures
high-level motion and is often considered to better align
with human judgment, making it particularly suitable for
evaluating video prediction tasks. Following the evaluation
procedure of [42, 55], we also sample only 10 random fu-
ture trajectories for each test sample and select the best one,
as opposed to the 100 trajectories used by other methods.
For a fair comparison, we report the number of trajecto-
ries (#T) used by previous methods whenever this informa-
tion is clearly stated in the paper or the evaluation code is
available. For depth and semantic segmentation, we report
SSIM and L2 error (multiplied by 100) between the gener-
ated frames and the ground-truth.
The ERA5-Land dataset evaluation is performed on 256
random samples from the test set, in this case we compute
L1 error for both sp and t2m.

Quantitative results We evaluate SyncVP with both
RGB and depth conditioning frames on the Cityscapes and
BAIR datasets in Tab. 1, demonstrating that our model
surpasses previous state-of-the-art performance in FVD by
over 21% and 27%, respectively. While SSIM and LPIPS
are slightly lower than optimal, they remain comparable
to previous approaches, particularly those using the same
number of future trajectories per test sample (#T). We at-
tribute the lower SSIM and LPIPS values to the signifi-
cant compression applied by the autoencoder, as discussed
in Sec. 3.1. Unlike prior methods that employ frame-by-
frame autoencoders with a 3D latent representation, we use
a spatio-temporal autoencoder that produces a simplified
2D latent vector. As shown in Tab. 2, this compact latent
structure allows our approach to outperform previous dif-
fusion models in inference speed, achieving faster results
across both single and multi-modal scenarios.
Since we leverage depth as an additional informative cue
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in the conditioning input, one might argue that our re-
sults are not directly comparable to prior methods that use
only RGB. To address this, we also evaluate SyncVP with
only RGB frames as conditioning (w/o depth) in Tab. 1,
and demonstrate that it still achieves state-of-the-art perfor-
mance. The first two rows in Fig. 6 show that it consistently
generates depth frames aligned with the predicted RGBs de-
spite of missing depth data in the input.
For SYNTHIA (Tab. 3) and ERA5-Land (Tab. 4), we show
only a comparison between the single modality baselines
and our multi-modal SyncVP, since this is the first work us-
ing these datasets for video prediction. In both cases, multi-
modal training improves overall prediction performance.
For ERA5-Land, surface pressure is measured in pascal (Pa)
and two-meter temperature in kelvin (K).

MCVD [42] VDT [26] ExtDM [59] STDiff [55] RGB only SyncVP

Time (s) 37.72 24.34 30.31 239.4 10.39 22.68

Table 2. Average inference time comparison for predicting 28
frames with 2 conditioning frames at 128 × 128 resolution. We
use 100 sampling steps and run the models on a NVIDIA TITAN
RTX GPU with batch size 1.

Models RGB Sem. Segmentation
FVD↓ SSIM↑ LPIPS↓ SSIM↑ L2 ↓

RGB 103.81 0.827 90.29 - -
Sem. Segmentation - - - 0.649 9.223
SyncVP 93.37 0.820 89.92 0.643 8.733

Table 3. Results on SYNTHIA (128× 128, 8 → 8).

Models sp (Pa) L1 ↓ t2m (K) L1 ↓
sp 462.69 -
t2m - 1.85
SyncVP 421.65 1.78

Table 4. Results on ERA5-Land (256× 384, 4 → 8).

Qualitative results We provide qualitative examples of
SyncVP for the video prediction benchmarks BAIR and
Cityscapes in Fig. 3 and Fig. 6, respectively. Fig. 3 shows
an example on the BAIR dataset, where the random move-
ments of the robotic arm are unpredictable after a few
frames, but the RGB and depth predictions remain well-
aligned throughout the sequence. Fig. 6 is particularly im-
portant to understand the effect of our cross-modality guid-
ance training discussed in Sec. 3.2. Without our training
strategy the model is not able to predict future frames for
the missing modality (row 4).
Additional results on the SYNTHIA dataset are provided
in Fig. 4, where the colorful predicted semantic segmenta-
tion maps allow to better appreciate the alignment between

the two modalities. Fig. 7 shows predictions on climate
data from the ERA5-Land dataset [31]. The results show
the generalization of the method to other modalities. In
Fig. 8, we provide some samples from the OpenDV-Youtube
dataset [51].

Figure 3. SyncVP predictions on BAIR using 2 conditioning
frames (yellow frame). Predicting future movements of the robotic
arm is challenging due to high stochasticity, but we can appreciate
the alignment between predicted RGB and depth frames.

Figure 4. SyncVP predictions on SYNTHIA (RGB + Semantic
segmentation) using 8 conditioning frames to predict the next 8
frames.

4.4. Ablations

To evaluate the effectiveness of our SyncVP model for
multi-modal video prediction, we conduct several experi-
ments on the Cityscapes dataset, comparing SyncVP’s per-
formance first with single-modality models and then with
two other approaches for handling multi-modal informa-
tion. Inspired by LDM3D [38], the [RGB,D] method con-
catenates the RGB and depth frames along the channel di-
mension and then trains a single autoencoder and diffu-
sion model on them. In contrast, RGB+D with Fused La-
tents (FL), similar to [8], maintains separate autoencoders
for each modality and fuses the latent representations by
concatenating the latent vectors before applying a single
diffusion model. Additionally, we assess the efficacy of
our split Spatio-Temporal Cross-Attention module (STCA)
compared to vanilla cross-attention mechanism.
All metrics for the models mentioned above are presented
in Tab. 5 and have been computed using models trained for
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the same amount of iterations: the RGB and depth mod-
els were trained for 1080k iterations, while the RGB + D
(STCA) model was fine-tuned starting from the checkpoints
at iteration 680k of the single-modality models for an addi-
tional 400k iterations. In addition to the notable improve-
ments achieved by our SyncVP model, Fig. 5 illustrates how
training with joint modalities significantly accelerates loss
reduction compared to prolonged single-modality training.
Next, we evaluate the impact of cross-modality guidance
training. Specifically, Tab. 6 demonstrates the benefits of
this approach on video prediction quality, while Fig. 6
shows that it enables the prediction of future frames for the
missing modality, a skill that does not arise from a simple
conditional training.
Finally, we assess the impact of using a shared forward dif-
fusion process. As shown in Tab. 6, training the model with
independent noise for each modality results in significantly
lower performance across all metrics. Additional experi-
ments done while exploring different design choices are re-
ported in Tab. 7. The table shows that training from scratch,
i.e. without pre-training the single modality models, per-
formed poorly (row 1). Adding STCA to all layers (row
2) performed worse than adding it only to the latest layer
(row 4). Adding a motion loss (row 3) that enforces simi-
larity between temporal latent vectors of both modalities via
an MLP projection resulted in a reduction in performance.
We also investigated the differences between using shared
or separate STCAs (rows 5-6). Since the performance was
very similar, we chose the shared STCA as it is more effi-
cient.

Models RGB Depth
FVD↓ SSIM↑ LPIPS↓ SSIM↑ L2 ↓

RGB 142.51 0.659 173.64 - -
Depth - - - 0.825 8.000
[RGB,D] 123.8 0.662 184.21 0.812 8.161
RGB + D FL 160 0.667 180.82 0.835 7.401
RGB + D 97.68 0.652 162.87 0.829 7.459
RGB + D STCA 84 0.649 159.73 0.830 7.329

Table 5. Ablation on Cityscapes (128×128, 2 → 28). Comparing
the performance of single modality baselines (rows 1 and 2) with
multi-modal variants, using channel concatenation (row 3), single
diffusion model with fused latents (row 4), and coupled diffusion
models with vanilla (row 5) and split spatio-temporal cross atten-
tion (row 6).

5. Conclusions
In this paper, we introduce SyncVP, a novel versatile frame-
work for multi-modal video prediction. This approach
is the first to leverage informative non-RGB modalities
videos while efficiently predicting all target modalities in
a single pass. Built upon pre-trained diffusion models,
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Figure 5. Comparison of RGB and depth loss for single-modality
models and SyncVP on Cityscapes.

Same noise
Cross-modality

guidance
RGB Depth

FVD↓ SSIM↑ LPIPS↓ SSIM↑ L2 ↓
✗ ✓ 143.16 0.661 173.64 0.826 8.122
✓ ✗ 122.4 0.657 169.22 0.828 7.525
✓ ✓ 84 0.649 159.73 0.830 7.329

Table 6. Ablation on Cityscapes about the impact of using the
same noise vs. independent ones (rows 1 and 3), and the impact of
cross-modality guidance (rows 2 and 3).

Variations FVD↓ SSIM↑ LPIPS↓
Scratch 158.53 0.674 176.5

STCA at all layers 773.7 0.598 302.6
Motion loss 106.97 0.655 164.5

Ours 84 0.649 159.7
Non-shared STCA∗ 131.66 0.649 170.2

Ours∗ 129.92 0.650 171.1

Table 7. Impact of training and design choices on Cityscapes.
∗ denotes only 100k iterations for training.

SyncVP employs a multi-branch diffusion network with
spatio-temporal cross-attention to enable rich information
exchange across modalities. As a result, SyncVP achieves
new state-of-the-art performance on both the Cityscapes
and BAIR benchmarks by over 21% and 27% on the main
FVD metric respectively. Notably, our model demonstrates
strong predictive capability even when one of the modalities
is unavailable, suggesting that jointly generating multiple
modalities inherently enhances the quality of the predicted
frames. We believe that our approach can potentially pave
the way to applications that require the fusion of diverse
sensor inputs, a more comprehensive understanding of the
predicted results and tolerance to eventual missing data.
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Figure 6. SyncVP predictions on Cityscapes using only RGB frames as conditioning. The third and fourth rows show the results where the
model is trained without cross-modality guidance, which is crucial to predict the missing modality in future frames.

Figure 7. SyncVP predictions on ERA5-Land surface pressure (sp) and two-meter temperature (t2m) using 4 days measurements to predict
the next 8 days.

Figure 8. SyncVP predictions on OpenDV-Youtube [51].
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