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“Butterfly” →
“Stained glass”

Source Image

“Red flower” →
“Yellow”

“Strawberry” →
“Frozen”

“Wooden board” →
“Marble style”

Source Image

“Door” →
“Stone wall”

“Plant” →
“Golden”

Source Image

“Barn” →
“Snowy”

Source Image

“Mountain” →
“Lava”

“Rock” →
“Crystal”

Source Image

“Tree” →
“Autumn style”

“Cookie” →
“Red velvet”

Source Image

“Blue tableware” →
“White marble style”

Figure 1. Results of our Style-Editor under diverse textual conditions. To the left and right of the arrow(→) indicate the source text T src

and style text T sty, respectively.

Abstract

We present Text-driven object-centric style editing model
named Style-Editor, a novel method that guides style editing
at an object-centric level using textual inputs. The core of
Style-Editor is our Patch-wise Co-Directional (PCD) loss,
meticulously designed for precise object-centric editing that
are closely aligned with the input text. This loss combines
a patch directional loss for text-guided style direction and
a patch distribution consistency loss for even CLIP embed-
ding distribution across object regions. It ensures a seam-
less and harmonious style editing across object regions.
Key to our method are the Text-Matched Patch Selection
(TMPS) and Pre-fixed Region Selection (PRS) modules for
identifying object locations via text, eliminating the need
for segmentation masks. Lastly, we introduce an Adaptive

* Equal Contribution
†Corresponding author

Background Preservation (ABP) loss to maintain the origi-
nal style and structural essence of the image’s background.
This loss is applied to dynamically identified background
areas. Extensive experiments underline the effectiveness
of our approach in creating visually coherent and textually
aligned style editing.

1. Introduction

In the realm of creative digital industries such as adver-
tising, film, and video game development, the demand for
advanced image manipulation is surging. The introduction
of an object-focused style editing model, driven by textual
commands, is transforming these sectors. It allows for de-
tailed and user-friendly adjustments to the visual aspects
of objects in images. This innovation empowers design-
ers to bypass traditional manual editing, enabling them to
define stylistic alterations using just text, thus facilitating

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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“Couch” →
“Silky”

“Blue Car” →
“Iron man style”

“Yellow dress”→
“The great wave off Kanagawa by 

Hokusai”

“Wooden floor” →
“Red carpet”

Figure 2. Our editing results in industrial applications.

rapid concept development and customization. Consider the
ease with which digital fashion elements can be modified,
car hues altered for online showrooms, or furniture designs
changed in virtual environments, all through simple text in-
structions, as illustrated in Fig. 2.

Style editing began with the foundational concept of
style transfer, which traditionally relies on reference im-
ages to guide the transformation process, as demonstrated
by seminal works [6, 12, 17, 28, 35, 57, 58]. While these
methods have been foundational, their dependency on vi-
sual templates can constrain creative possibilities. In con-
trast, a burgeoning wave of research in text-guided style
transfer [2, 15, 27, 29, 34, 66] is redefining the landscape.
By dispensing with the need for reference images, these
novel approaches broaden the horizons for stylistic editing,
harnessing the power of textual descriptions to steer the cre-
ative process. The pioneering approach [2, 4, 40, 43, 56]
empowers object-centric editing directly steered by textual
descriptions. Yet, this method also presents certain draw-
backs; it risks altering the original content’s fidelity, may
fail to accurately capture the intended textual descriptions,
or may unintentionally edit undesired parts of the image.

To address this issue, we introduce Text-driven object-
centric style editing model named Style-Editor, a novel ap-
proach aimed at transforming the appearance of objects
based on textual descriptions. This approach is designed to
retain the structural integrity of objects and preserve both
the appearance and structure of the background. At the
core of Style-Editor lie three pivotal components: the Patch-
wise Co-Directional (PCD) loss, the Adaptive Background
Preservation (ABP) loss, and the Text-Matched Patch Selec-
tion (TMPS) with Pre-fixed Region Selection (PRS) mod-
ule.

Leveraging the robust zero-shot image classification ca-
pabilities of the CLIP model, the TMPS and PRS mod-
ules are designed to identify and style the locations of ob-

jects related to the text. Unlike traditional directional loss
[16, 34, 63] that may cause distortion due to a focus on vec-
tor directions, our PCD loss, augmented by the TMPS mod-
ule, directs style editing in foreground regions aligned with
the source text. This ensures a consistent CLIP-embedding
distribution across patches from both source and stylized
images, promoting a cohesive style editing within object ar-
eas. Our ABP loss is designed to preserve the style and
structure of the background in the source image, specifi-
cally in non-object areas. It adaptively targets and applies
the loss to dynamically detected background regions, ensur-
ing a natural and seamless transition in object-centric style
editing and blending stylized elements with their surround-
ings as shown in Fig. 2.

In summary, our primary contributions include:
• We present the Text-Matched Patch Selection (TMPS)

and Pre-fixed Region Selection (PRS), which identify re-
gions of objects related to text for object-centric style
editing.

• We propose the Patch-wise Co-Directional (PCD) loss to
enable precise style editing on targeted objects, maintain-
ing the integrity and coherence of the source’s visual aes-
thetic.

• We introduce the Adaptive Background Preservation
(ABP) loss, effectively maintaining the original style and
structure of designated background areas.

2. Related Works

2.1. Style Transfer
Neural Style Transfer (NST) represents a significant ad-
vancement in the domain of image stylization, introduced
by [17]. This pioneering approach utilized a pre-trained
Convolutional Neural Network (CNN), particularly VG-
GNet, to extract distinct content and style features. How-
ever, a notable constraint of NST lies in its substantial
computational demand, stemming from the per-image op-
timization approach. To overcome this, [22] introduced
Adaptive Instance Normalization (AdaIN), a technique that
aligns the mean and variance of source image features
with those of the style image. Building on this, [36, 37]
proposed the Whitening and Coloring Transform (WCT),
which aligns the entire covariance matrix of the features,
resulting in more refined and superior stylization outcomes.
With the advent of attention mechanisms in neural net-
works [11, 59], new style transfer models have emerged
that utilize these mechanisms to achieve impressive results
[8, 20, 39, 42, 64], reflecting the ongoing evolution of style
transfer technology.

2.2. Text-Guided Image Synthesis
The Contrastive Language-Image Pretraining (CLIP)
model, trained on a large-scale image-text dataset [49], has

18282



1src

Mfg 

StyleNet 

Pre-fixed 
Region 

Selection 

:
 
...........................

 
.

 

•
 
•

 
•

 
•

 
•

 
•

 
•

 浮
…
…...

 w
L c
^
…
 

•
 

•
 
•

 
•

 
•

 
•

 
•

 

pb
 

•
 

.
v
a
^
…
…
…
…
…
…
…』•

 

£

�

 

•
 
•

 
•

 
•

 

•••••••••••••••••••••••••••••••••••••
 
•

 
•

 

v

"

 

•
 

t
�
…
…
…
…
…
 ..•

 

£

"

 

TMPS module 

`
(
 

.

.
 
'
"

.

`

.

3
 

i
l

-
.

,
.

'

l
"
 

-

내
 
••
 ,
 •

•
 m
,
 

::
:
뉴
,.
,
 

.

,‘‘
 
f

 '
,'

 

.
r

h'
 ••
 

,.
 

'
?

t
l



t

4
 

면'_
 

5

:

법'
I

떤”
,
‘

U
 

＇i＿
曰
-

HI
-
t

뜨
 

••
 ’r
i.
 

',＿
 

답
흡.2
 

갭
1-

g
 ..
 i-i
i
 

iE
1
4
h

kl

.

"
r
 

H
--
i

 

―u
"E

 

Patch selection 

®
 

T stY : Golden 

Cen(r src):
Building 

一

psrc

| 
Patch location 

Ttgt:

Golden Building 

Text* 
Encoder 

•••
 

•
 •

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
 

`

,

 

`

,

`

,

 

`

,

 

f

一

i

n
i

 

-

-

i

O
i
 

-

-

i

C
i
 

i

L
一

i

n
i

 

-

-

i

0
i

 

i

―

―

c
i

 

Y

A
A
…
 ..
 

i

d

i

 

i

C

+
i

 

Y

P

r
A
…
 ..
 

i

r~

.1
i

 

_

d
-

i

L
一

i

r
i
 

-

-

-

.
1
-

-

-

i

d
i

 

i

A
i

t

l

,

`

'

`

,
'
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
`
`
 

en(T src): 
Building

• 

Ttgt:

Golden Building 

Image* 
Encoder 

p1src

1 

1src

Pout
1 

Pout
3 

Leon 

Pout
2 

]OUt 
Ldir

■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■

pAout
4 

••• • • 
• I • 

• I • 
• I • • • • • 

• I • • • 
• I • 

• I • • • • • 
• I • 

• I • o src , I ·-. ......... • ..

Psrc 

1 Psrc 

2 Psrc 

3 pAsrc

4 

n

..
*
‘
 

•
 

•
 

o

.
 

c
. •

 

L.•· .•
 
•

 
.
|

••

•

•
 

•
 

•

•
 

•
 

•

•
 

•
 

•
••

 

••
 

• •
 
•
•

 

•

•
 

t
'

|
 

•

•
 ••

 

•
 
•

 • • .-•
 ••

 • 

Pout
1 Pout

2 Pout
3 pAout

4 

/out Crop pout

Figure 3. (Left) Overall pipeline of our Style-Editor consisting of a style editing network (StyleNet), Pre-fixed Region Selection (PRS),
Text-Matched Patch Selection (TMPS) module and pretrained CLIP encoders. The StyleNet takes a source image I src and generates an
object-wise stylized image Iout. The TMPS module is responsible for pinpointing patches that most closely correspond to T src from the
foreground regions identified by the PRS. The selected and augmented patches, Psrc,Pout, are then aligned with T src, T tgt in the CLIP
embedding space using Patch-wise Co-Directional (PCD) loss Lpcd. The target text T tgt is derived by central word selection. Additionally,
we apply a content loss Lc, an Adaptive Background Preservation (ABP) loss Labp to enhance object-centric style editing, along with a
total variance loss Ltv for regularization. (Right) Illustration of the functionality of the PCD loss Lpcd in feature space. It is composed of a
patch-wise directional loss Ldir and a patch distribution consistency loss Lcon.

significantly impacted image synthesis applications [14, 18,
47, 55]. Research [16, 45] building upon the StyleGAN
architecture [30, 31] has shown how text descriptors can
adapt the style of source images. For instance, the direc-
tional loss introduced in [16] showcases remarkable stabil-
ity and diversity in this domain, overcoming the previous
requirement of a style image for transfer. Parallel to these
developments, the field has seen a surge in research focus-
ing on diffusion model [19].

Recent works [7, 41, 53, 54, 63] are exploring new
frontiers in image editing and generation, using text-driven
diffusion models. Despite these advancements, a persist-
ing challenge for both Generative Adversarial Networks
(GANs) and diffusion models is maintaining the subject’s
identity consistently in the generated images.

2.3. Text-driven Object-Centric Style Editing

Style editing modifies the color or texture of the original
image to match a desired style while preserving the im-
age’s content [24]. Early methods [25, 26, 33] utilized ref-
erence images for style information, applying style editing
to targeted areas through segmentation networks or cluster-
ing methods. StyleGAN-NADA [16] introduced a paradigm
shift by eliminating the need for reference images and in-
stead leveraging textual directions in the CLIP space for
domain transfer. Building on this, CLIPstyler [34] success-
fully applied this concept in text-driven style editing, ad-
vancing this field. Following this trajectory, [2] proposed a

text-driven object-centric style editing approach by extract-
ing a relevancy map [5].

Another approach to text-driven object-centric style edit-
ing involves diffusion models trained on large vision-text
datasets, such as [50, 54]. Within these approaches, some
involve training the model on newly generated text-image
pairs [4] or optimizing null-text [40]. Additionally, meth-
ods [3, 43, 46, 56] have been developed to edit feature maps
of the diffusion model, enabling more precise control over
style editing based on specific textual guidance. Despite
these diverse advancements, a notable limitation remains:
these techniques often lead to unintended alterations of both
style and content, and they often fail to achieve high levels
of style editing fidelity.

3. Method

3.1. Overview Framework

The overall pipeline of our model is illustrated in Fig. 3-
(Left). We train a style editing network (StyleNet) to gen-
erate a stylized image Iout, given a source image Isrc, along
with accompanying source text T src, and a style text T sty.
We use the text encoder and the image encoder derived from
the pre-trained CLIP model, freezing their parameters dur-
ing the training process. The training of StyleNet incorpo-
rates a composite loss function consisting of four distinct
components: Patch-wise Co-Directional loss (Lpcd), Adap-
tive Background Preservation loss (Labp), a content loss
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ALGORITHM 1: Text-Matched Patch Selection
Input: Image patch set P and source text T src

Output: Patches corresponding to the source text
Psel

Parameter: K: # of patches in P,
M : # of patches similar to source text

1: S, Ŝ← ∅, ∅
2: for i = 1 to K do
3: fi ← EI(Pi)

4: si ← fi·ET (T src)
∥fi∥·∥ET (T src)∥

5: S← S ∪ {si}
6: end for
7: I← {i | si ≥ the M th largest value in S}
8: favg ← 1

|I|
∑

i∈I fi
9: for j = 1 to K do

10: ŝj ← fj ·favg

∥fj∥·∥favg∥

11: Ŝ← Ŝ ∪ {ŝj}
12: end for
13: ŝk ← the (round(K2 ))

th largest value from Ŝ
14: J← {j | ŝj ≥ ŝk and ŝj > 0.8}
15: return Psel ← {Pj | j ∈ J}

(Lc), and a total variation regularization loss (Ltv). These
are weighted by the balance terms λabp, λc and λtv as fol-
lows:

Ltotal = Lpcd + λabpLabp + λcLc + λtvLtv. (1)

This paper primarily delves into the Patch-wise Co-
Directional loss Lpcd in Sec. 3.3, and the Adaptive Back-
ground Preservation loss Labp in Sec. 3.4. The content loss
Lc imposes the mean-square error between the features of
an input and a stylized image extracted from the pre-trained
VGG-19 networks [17]. The total variation loss Ltv is a loss
function designed based on the noise removal method [52].

3.2. Text-Matched Patch Selection (TMPS)
A critical aspect of object-centric style editing is the accu-
rate identification of the object’s location within an image.
To address this challenge, we introduce the TMPS module.
This module pinpoints and selects image patches that cor-
relate to a specified object as described by the source text,
leveraging the zero-shot image classification capability of
the CLIP model. Utilizing the image encoder EI and the
text encoder ET from the CLIP architecture, TMPS estab-
lishes a strong link between the object and its textual de-
scriptor. We define a representative feature vector favg in
Alg. 1, capturing the essential characteristics of the object
in the source image. Then, we identify patches Psel with
features similar to this representative vector. The detailed
mechanism of TMPS is explained in Alg. 1.

ALGORITHM 2: Pre-fixed Region Selection
Input: Source image Isrc and source text T src

Output: A binary mask containing objects
corresponding to the source text M fg

Parameter: τ : Threshold for # of selections.
1: Divide Isrc into L uniform square grids.
2: Generate a set of three distinct-sized patches per grid:

Pgrid = {P grid
1 , . . . , P grid

3L }.
3: Obtain selected patches Pgrid sel using TMPS module:

Pgrid sel = TMPS(Pgrid, T src).
4: Initialize a voting matrix V ∈ RH×W with all

elements set to zero.
5: for each pixel in the selected patches Pgrid sel do
6: Increment the corresponding element in V .
7: end for
8: Determine the pre-fixed foreground region M fg:

M fg(i, j) =

{
1, if V (i, j) ≥ τ

0, otherwise

9: returnM fg

To streamline the search process for TMPS during the
object-centric style editing, we introduce the Pre-fixed Re-
gion Selection (PRS) module within the source image. Ap-
plied during the initial iterations, this module delineates a
foreground region M fg, configured to coarsely isolate ob-
ject areas as outlined in Alg. 2. This early demarcation of
the object’s location allows for generating patches specifi-
cally within the foreground region (M fg) in later iterations.
This strategy enhances the precision and efficiency of the
style editing, focusing the modification on the most relevant
sections of the image.

3.3. Patch-Wise Co-Directional Loss (PCD)
Our PCD loss Lpcd incorporates a patch-wise directional
loss Ldir and a patch distribution consistency loss Lcon with
balance terms λdir and λcon as follows:

Lpcd = λdirLdir + λconLcon. (2)

Patch-wise directional loss The foundational concept of
directional loss, as initially introduced in [16] and [34], is
further refined in our approach. We adapt and advance this
concept specifically for object-centric style editing, with a
targeted application on image patches that correspond to
the source text T src. We commence by randomly select-
ing a subset of patches within the foreground region M fg

of the source image. The selected patches, represented as
Psrc ∈ {P src

1 , ..., P src
N }, are then extracted using our TMPS,

as detailed in Alg. 1. Given the patches and the texts, the
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patch-wise directional loss Ldir is defined as follows:

Ldir =
1

N

N∑
i=1

(
1− ∆Pi ·∆T

|∆Pi||∆T |

)
,

∆Pi = EI

(
aug

(
P out
i

))
− EI (aug (P src

i )) ,

∆T = ET

(
T tgt)− ET (T src) , T tgt = T sty ⊕ Cen(T src),

(3)
where the operator ⊕ denotes text combination. We uti-
lize the function Cen(·) for central word selection and
aug(·) for patch augmentation. The patches P out

i are derived
from output stylized images Iout using the TMPS algorithm
in Alg. 1.
Target text generation To formulate the target text T tgt, we
apply central word selection technique Cen(·) in (3) lever-
aging Spacy [21], and merge the source text T src and the
style text T sty. This design is rooted in the manifold aug-
mentation technique proposed in [65] leveraging text em-
beddings from models like BERT [9], GPT [48], and CLIP.
This amalgamation of texts aligns more closely with the
user’s intended styling objectives. For instance, to adapt the
style of ‘red apple’ to appear green, we engage TMPS using
‘red apple’ but modify the target text to ‘green apple’, with
an emphasis on ‘apple’ as the central word. This refined ap-
proach to text input in TMPS enables more accurate patch
selection, facilitating precise object-centric style editing.
Patch distribution consistency loss Traditional directional
loss functions typically emphasize the direction of vectors
while often neglecting their semantic information. This em-
phasis can inadvertently lead to a misalignment between
patches in the source image and those in the stylized im-
age as depicted in Fig. 3-(Right). Such a discrepancy can
lead to the collapse of semantic information, resulting in a
distorted transformation that causes the loss of information
from the source image, contradicting the fundamental aim
of style editing. To address this issue, we design the patch
distribution consistency loss Lcon as follows:

Lcon = JSD(Dsrc,Dout),

Dsrc =
D̂src∑N
i=1 D̂

src
i

, D̂src =

(
EI (P

src
i ) · EI(I

src)

|EI (P
src
i ) | · |EI(Isrc)|

)N

i=1

,

Dout =
D̂out∑N
i=1 D̂

out
i

, D̂out =

(
EI (P

out
i ) · EI(I

out)

|EI (P
out
i ) | · |EI(Iout)|

)N

i=1

,

(4)
where JSD(·) is Jensen–Shannon divergence, which is em-
ployed to align the feature distributions of patches Dsrc from
the source image with those Dout from the stylized image.

3.4. Adaptive Background Preservation (ABP) Loss
We introduce the ABP loss, designed to ensure the non-style
editing of the background region. Our approach begins by
identifying foreground regions as outlined in Alg. 1, Alg. 2.

In each iteration, the adaptive foreground mask M fg* and
background mask M bg* are dynamically updated as fol-
lows:

M bg* = 1−M fg*, M fg* =

(
Niter∨
i=1

M src
i

)
, (5)

where Niter represents the number of patches in each itera-
tion, and the binary mask M src

i is assigned a value of one
over the area of patches {P src

i }i=1,...Niter , which are selected
from the source image through the TMPS.

Next, we apply the MS-SSIM and L1 loss functions to
ensure that the original styles of background regions are re-
tained as follows:

Labp = LMS SSIM(Iout ⊙M bg*, Isrc ⊙M bg*)

+LL1(I
out ⊙M bg*, Isrc ⊙M bg*).

(6)

This loss enables a well-balanced integration of the styl-
ized and original regions within the image. Specifically,
while the foreground areas undergo style editing, the back-
ground’s integrity is preserved.

4. Experiments
4.1. Implementation Details
We employ the pretrained CLIP model on VIT-B/32 [11].
Our stylization network is based on the U-net architecture
[51] consisting of three downsample and three upsample
layers featuring channel sizes of 16, 32, and 64. The source
images have a resolution of 512 × 512 pixels. We set λdir,
λcon, λabp, λc, and λtv to 1.5×104, 3×104, 3×104, 4×102,
and 2×10−3, respectively. For content loss, we follow [17]
by utilizing features from the “conv4 2” and “conv5 2” lay-
ers.

We commence our training with an initial set of 20 early
iterations and completed a total of 200 iterations using the
Adam optimizer [32]. The training began with an initial
learning rate of 5 × 10−4, halved after the first 100 itera-
tions. We incorporate the perspective augmentation func-
tion from the PyTorch library [44]. Notably, our method
processes each source image independently, using only the
source image, source text, and style text, without requiring
additional training data. The average training time for each
text prompt is approximately 45 seconds on an NVIDIA
A6000 GPU. For further details on our training procedure,
please refer to Appendix A.

4.2. Evaluation metrics
We conduct a comprehensive quantitative evaluation using
a variety of metrics that are well-established in the field of
text-driven style editing as outlined in Tab. 1. The similarity
metric (Sim), a basic metric in the style editing field, mea-
sures the similarity between image and text embeddings.
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Foreground quality metrics Background quality metrics
Methods SimF ↑ ConF ↓ L1B ↓ ConB ↓ StyB ↓ SSIMB ↑ DISTSB ↓ PSNRB ↑

FlexIT [7] 0.24 8.08 0.25 4.78 0.73 0.60 0.17 19.69
ZeCon [63] 0.23 7.49 0.28 5.33 0.63 0.64 0.24 19.35

Null-text inversion [40] 0.20 4.22 0.16 2.58 0.22 0.74 0.10 23.48
Instruct Pix2Pix [4] 0.22 7.42 0.44 4.66 0.97 0.62 0.20 17.25
Plug and Play [56] 0.23 6.51 0.33 4.26 0.63 0.63 0.22 18.26
pix2pix-zero [43] 0.22 8.12 0.40 4.91 1.07 0.61 0.26 17.11

LEDITS++ [3] 0.22 6.81 0.18 2.92 0.44 0.74 0.14 21.66
local-prompt-mixing [46] 0.20 9.65 0.24 4.65 0.61 0.67 0.18 20.01

StylerDALLE [62] 0.26 8.35 0.51 5.71 1.22 0.52 0.28 15.42
CLIPstyler [34] 0.28 5.16 0.66 3.27 0.35 0.51 0.25 13.20
Text2LIVE [2] 0.32 4.13 0.14 1.22 0.18 0.87 0.09 24.69

Ours 0.33 3.75 0.10 1.15 0.10 0.90 0.07 27.65

Table 1. Quantitative comparison of our method with the recent text-guided style editing methods using foreground quality metrics and
background quality metrics. The symbols ↑ and ↓ indicate higher values are better and lower values are better, respectively.
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Figure 4. Comparison of our method with various text-guided style editing models. To the left of the solid line are the qualitative results of
our model and non-diffusion based models, to the right are the results from diffusion-based methods.

We also apply content metrics (Con) using the VGG content
loss [28] and style metrics (Sty) using the mean-variance
style loss [23]. These metrics are adapted from traditional
calculations but specifically mask either the foreground or
background of input images to focus analysis on selected
areas. To thoroughly evaluate the quality of the stylized
image backgrounds from multiple aspects, we conduct ad-
ditional assessments specifically targeting the background
masks. For this purpose, we utilize the SSIM metric [60],
which evaluates structural, luminance, and color attributes.
Additionally, we employ the DISTS measure [10] to en-
sure deep structural and textural consistency in these areas.
Furthermore, we use the PSNR [13] metric and absolute
difference (L1) for an overall assessment of signal fidelity
and basic visual quality in the backgrounds. For a compre-
hensive quantitative evaluation of object-centric style edit-
ing, we split the image region into foreground and back-
ground components. We utilize Ground Truth (GT) seg-

mentation (binary) masks for the object M fg gt and back-
ground M bg gt(= 1 −M fg gt). For example, the SimF and
L1B are formulated as follows:

SimF =
ET

(
T tgt
i

)
· EI(I

out ⊙M fg gt)

|ET

(
T tgt
i

)
| · |EI(Iout ⊙M fg gt)|

,

L1B =

∑
|Isrc ⊙M bg gt − Iout ⊙M bg gt|
255 · num(Isrc ⊙M bg gt)

,

(7)

where EI and ET denote the pre-trained CLIP image and
text encoders, respectively. num(·) indicates the number
of pixels in the image. We randomly selected 16 images
from the MSCOCO 2017 dataset [38], each accompanied
by GT segmentation masks, to conduct evaluation. Each
image was paired with a total of 10 style text descriptions
based on three different categories: color (red, blue, green),
texture (golden, frosted, stained glass, neon light), and artis-
tic style (Starry Night by Vincent van Gogh, a watercolor
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Components Foreground quality metrics Background quality metrics
# Ldir Lcon Labp SimF ↑ ConF ↓ L1B ↓ ConB ↓ StyB ↓ SSIMB ↑ DISTSB ↓ PSNRB ↑

(a) 0.29 4.31 0.60 2.72 0.25 0.56 0.22 14.16
(b) ✓ 0.32 4.72 0.49 2.07 0.21 0.64 0.15 16.02
(c) ✓ ✓ 0.33 4.62 0.48 2.00 0.21 0.65 0.15 16.16
(d) ✓ ✓ 0.32 4.16 0.10 1.28 0.12 0.89 0.08 27.28

(e) ✓ ✓ ✓ 0.33 3.75 0.10 1.15 0.10 0.90 0.07 27.65

Table 2. Ablation study examining the effects of the proposed losses Ldir, Lcon, and Labp. The quantitative results of (a)-(e) correspond to
the qualitative results shown in Fig. 5. The symbols ↑ and ↓ indicate higher values are better and lower values are better, respectively.

Source Image (b) (c) (d)(a)

“Orange chair”
↓

“Green”

(e)

“Red hat”
↓

“Pink fuzzy”

Figure 5. Qualitative results showcasing the impact of applying/omitting the proposed losses. Configurations (a)-(e) correspond to the
settings detailed in Tab. 2.

painting of flowers, cubism style). This resulted in a total of
160 stylized images for evaluation.

4.3. Comparison to state-of-the-arts

In Tab. 1 and Fig. 4, we present both quantitative and qual-
itative comparisons of our Style-Editor model against var-
ious text-driven editing models including various diffusion
models, such as Text2LIVE [2], CLIPstyler [34],Null-text
inversion [40], ZeCon [63], FlexIT [7], StylerDALLE [62],
Instruct Pix2Pix [4], Plug and Play [56], pix2pix-zero [43],
LEDITS++ [3] and local-prompt-mixing [46]. Our quan-
titative evaluation indicates that our method surpasses all
compared models in performance. Specifically, the ob-
ject regions in stylized images from our method exhibit
higher SimF and lower ConF scores compared to compet-
itive methods. This indicates that our proposed method ef-
fectively styles the object regions according to the corre-
sponding text while preserving the structure of the source
image. In terms of background quality, the metrics show
that the proposed method subtly changes the style of back-
ground regions in the source image, as indicated by StyB .
Meanwhile, it maintains the integrity of the source image’s
structure, as evidenced by scores from L1B , ConB , SSIMB ,

DISTSB , and PSNRB . This dual capability highlights our
method’s adeptness at enhancing foreground elements dis-
tinctly from the background, ensuring a balanced and co-
herent visual output.

In the qualitative evaluation, the first row of Fig. 4 show-
cases the style editing of a mountain into a volcano using
the style text “Volcano”. Our method adeptly preserves
the inherent structure of the mountain while seamlessly in-
tegrating the volcanic style. In contrast, Text2LIVE of-
ten reconstructs an entirely new mountain structure, typi-
cally characterized by a singular hole indicative of magma.
This comparison underscores the nuanced capability of our
approach in maintaining the original form while applying
distinct style editing. Utilizing source texts like “wooden
door”, “croissant” and “red umbrella”, our method demon-
strates a precise capture of object locations, contrasting with
other models that often indiscriminately apply style editing
to the entire image, leading to unfavorable background met-
ric scores. Additionally, the six diffusion-based style edit-
ing models frequently alter the target object, resulting in
poor ConF scores. While Text2LIVE shows results similar
to ours, it notably applies style editing to unintended areas
(e.g., wooden door with “gray marble” as style text) and
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fails to properly reflect the style indicated by the style text
(e.g., red umbrella in ”Starry night by Vincent Van Gogh”).

4.4. Ablation study
To demonstrate the efficacy of our method, we conduct an
ablation study, with quantitative results presented in Tab. 2
and qualitative insights in Fig. 5. Notably, the quantitative
results in Tab. 2-(e) which incorporates all proposed losses
Ldir, Lcon, and Labp, indicate that our method achieves the
best performance. Notably, the absence of the adaptive
background preservation loss Labp in Tab. 2-(c) results in
a significant drop in the background absolute difference
metrics L1B . Omitting the patch distribution consistency
loss Lcon in Tab. 2-(d) leads to a decrease in performance
across all foreground quality metrics. These findings clearly
demonstrate the critical role of each proposed loss, affirm-
ing their essential contributions to our design.

The qualitative results in Fig. 5 further illustrate this
point. In Fig. 5-(a), a scenario where patches are randomly
selected and directional loss based on the text direction is
applied without incorporating all proposed losses and mod-
ules, demonstrates a significant limitation. Here, the entire
source image undergoes style editing, which leads to a dis-
tortion of the semantic content originally present in the im-
age. Fig. 5-(b) demonstrates that applying only Ldir leads
to focused style editing on the targeted object, enabled by
TMPS, but also results in notable background changes and
some loss or alteration of object details. In contrast, Fig. 5-
(c), where Ldir is combined with Lcon, effectively preserves
crucial object details like the chair’s shadow and shape of
the hat, though background alterations remain. The com-
parison of Fig. 5-(d) and (e) reveals the impact of the Lcon;
in (d), despite achieving object-centric style editing, there
is a noticeable loss in object details, particularly in cropped
areas. Meanwhile, the comparison of Fig. 5-(c) and (e)
demonstrates that with the full complement of losses, both
the background remains unchanged and the object details
are preserved without distortion, highlighting the effective-
ness of the ABP loss.

4.5. Comparison to mask-guided generative models
To highlight the differences from mask-based models and
showcase the natural style-editing capabilities of our Style-
Editor model, we conduct a comparative analysis with exist-
ing mask-guided generative models [1, 41]. These models
typically rely on masks to specific areas for image editing.
Our comparison, as depicted in Fig. 6, highlights a key dis-
tinction. Unlike mask-based models, which may inadver-
tently distort vital details of the object, Style-Editor consis-
tently maintains the structural integrity of the object, focus-
ing solely on altering its style. This process is crucial in pre-
serving the overall coherence and authenticity of the image.
Moreover, Style-Editor effectively identify relevant objects

Mask
Blended 
DiffusionGlideOurs

“Neon light”

Style Text

“Leopard print”

“Blue”

“Fuzzy”

Figure 6. Comparative analysis of Style-Editor with other gener-
ative models using mask input. This figure demonstrates the su-
periority of our model in producing enhanced results compared to
methods that use object masks as guidance for style editing tasks.

based on the provided text and apply style edits directly
to these areas, eliminating the need for labor-intensive and
sometimes imprecise manual mask creation. Style-Editor,
thus, not only preserves the integrity of the objects but also
enhances efficiency, offering a more user-friendly alterna-
tive to traditional mask-guided generative models.

5. Conclusion
In this paper, we have presented Text-driven Object-Centric
Style editing (Style-Editor), a new approach for editing the
appearance of objects in images based purely on textual
descriptions. This method eliminates the need for refer-
ence style images or segmentation masks, facilitating com-
plex and tailored style editing directly from text. At the
heart of Style-Editor are three pivotal components: the Text-
Matched Patch Selection with Pre-fixed Region Selection
module, the Patch-wise Co-Directional (PCD) loss and the
Adaptive Background Preservation (ABP) loss. The TMPS
and PRS modules are pivotal in accurately identifying the
location of objects linked to the source text. The PCD
loss, complemented by our Text-Matched Patch Selection
(TMPS), precisely identifies and selects patches for style
editing, ensuring an artifact-free style editing through con-
sistent CLIP-embedding distribution. Meanwhile, the ABP
loss plays a critical role in preserving the original style and
structure of the background. It adeptly adjusts to dynami-
cally identified background areas, effectively preventing un-
intended alterations during the style editing process. Exten-
sive experiments validate the superior performance of our
Style-Editor, demonstrating its capability to achieve high-
quality, text-driven object-centric style editing while pre-
serving the overall visual coherence and integrity of images.
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