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Abstract

Image restoration aims to recover high-quality (HQ) images
from degraded low-quality (LQ) ones by reversing the ef-
fects of degradation. Existing generative models for image
restoration, including diffusion and score-based models, of-
ten treat the degradation process as a stochastic transfor-
mation, which introduces inefficiency and complexity. In
this work, we propose ResFlow, a novel image restoration
framework that models the degradation process as a deter-
ministic path using continuous normalizing flows. ResFlow
augments the degradation process with an auxiliary pro-
cess that disambiguates the uncertainty in HQ prediction
to enable reversible modeling of the degradation process.
ResFlow adopts entropy-preserving flow paths and learns
the augmented degradation flow by matching the velocity
field. ResFlow significantly improves the performance and
speed of image restoration, completing the task in fewer
than four sampling steps. Extensive experiments demon-
strate that ResFlow achieves state-of-the-art results across
various image restoration benchmarks, offering a practical
and efficient solution for real-world applications.

1. Introduction

Image restoration [24, 39, 51, 77, 96, 100] refers to recov-
ering high-quality (HQ) images from degraded, low-quality
(LQ) ones by reversing the effects associated with image
degradation to reconstruct the original object. Many prob-
lems in image restoration, such as dehaze [17, 27, 124],
weather removal [21, 60, 76, 101, 126], denoise [53, 71,
117], and artifact removal [23, 35].

Image restoration is ill-posed because it erases informa-
tion in the HQ images. Given an LQ image, its corre-
sponding HQ image is not necessarily unique, as depicted
in Fig. 1. Image degradation gradually removes details from
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Figure 1. Image restoration is an ill-posed problem. The degra-
dation process incurs decreasing mutual information between HQ
and intermediate images, and multiple HQ images can degrade to
similar or the same LQ images when their variations diminish in
the process. Gray regions represent the uncertainty range from an
intermediate state. As the image moves from LQ to HQ, its mutual
information with HQ increases, and the uncertainty scope shrinks.

the HQ images. The corrupted image can result from mul-
tiple HQ images with different degradation processes. In
fact, degradation is a Markov chain that transits from HQ
to LQ images, which is subject to the data processing in-
equality (DPI) [11]: the mutual information between HQ
and intermediate images decreases as more distortion is ap-
plied to the image. The ambiguous multi-correspondence
between HQ and LQ images creates uncertainty scopes for
LQ images defined as the collection of possible HQ images
given the LQ images. The uncertainty scope should be dis-
ambiguated to make the degradation process reversible by
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selecting exactly one HQ from the uncertainty scope given
the intermediate image.

Generally, restoration methods navigate the uncertainty
scope with prior knowledge besides the LQ images to re-
verse the degradation effects. The natural image distri-
bution from diffusion and score-based generative models
[31, 91, 93] serves as a strong prior for many approaches
[48, 86, 104]. These methods define degradation as a condi-
tional stochastic process that stochastically diffuses the HQ
image into noise and learns a score function conditioned on
the LQ image to reverse this process. The reverse process
generates the HQ images under the guidance of the LQ im-
ages, where the LQ images provide structural and semantic
hints. However, starting the reverse process from Gaussian
noise is unnecessary and inefficient be cause it regenerates
the structures already known in the LQ images.

To address this inefficiency, some studies incorporate
prior knowledge of the degraded image directly into the
forward stochastic process to enhance the efficiency of the
reverse process [38, 55, 57, 64, 65, 89, 112]. For exam-
ple, DDRM [38] progressively denoises samples stochas-
tically to achieve the desired output. IR-SDE [64] mod-
els the degradation process using mean-reverting stochastic
differential equations (SDEs), while I2SB [55] constructs
a Schrödinger bridge between the clean and degraded data
distributions. ResShift [112] transfers residuals from de-
graded low-resolution images to high-resolution ones for
restoration in the latent space. RDDM [57] and Resfu-
sion [89] introduce residual terms in the forward process.
However, these approaches still treat the degradation pro-
cess as a progressively diffusing stochastic forward process,
which seems unnecessary and introduces additional com-
plexity and inefficiency. Given that the degraded image is
already known, the degradation process could be redefined
as a deterministic forward process.

In this paper, we propose ResFlow, a novel general
framework that reverses the deterministic paths between
HQ and LQ images for image restoration. ResFlow models
the forward process as a deterministic continuous normal-
izing flow [15, 54], directly simulating the path from high-
quality images to low-quality ones. The image restoration
process begins directly from the degraded image in the re-
verse process. The construction of the reverse process is
non-trivial due to the existence of uncertainty scope: mul-
tiple plausible clear images may correspond to the same
degraded image. We take into consideration the decrease
of mutual information during degradation and augment the
degradation process with an auxiliary process that couples
with the uncertainty scope to disambiguate the velocity of
the backward process. We also derive a flow path based on
the intuition of entropy conservation in reversible processes.
The deterministic flow path allows ResFlow to achieve bet-
ter performance and faster generation speeds, completing

image restoration in fewer than four sampling steps.
Our contributions are summarized as follows:

• We present ResFlow, a novel image restoration frame-
work that reverses the deterministic degradation path be-
tween HQ and LQ images for image restoration, which
achieves better performance and faster inference.

• ResFlow reverses image degradation by augmenting the
degradation process with an auxiliary process that cou-
ples with the uncertainty scope, and adopts an entropy-
preserving flow path in the reverse process.

• We conduct experiments on various image restoration
tasks and datasets, and results demonstrate the effective-
ness of ResFlow that sets new state-of-the-art perfor-
mance for image restoration.

2. Related Work
Image restoration can be formulated as an inverse problem
[9, 100] where a high quality (HQ) image is reconstructed
given its degraded version (rainy [21, 101, 126], snowy
[60, 76], hazy [17, 27, 124], noisy [53, 71, 117], compressed
[23, 35], etc.) dubbed low quality (LQ) image. Image
degradations usually erase information from HQ images;
thus, the inverse problem (i.e., image restoration) is ill-
posed in the sense that one LQ image may come from mul-
tiple HQ images by different degradations [9, 77, 100]. To
tackle this problem, generative models are widely adopted
to provide prior knowledge [24, 39, 51, 77, 100] about the
distribution of HQ images.

Early works follow generative adversarial nets (GANs)
[25, 70] and train a discriminator to guide the LQ images
towards the distribution of HQ images [44, 96–98]. Vari-
ational autoencoders (VAEs) [40] are another choice that
optimizes the evidence lower bound (ELBO) of the restored
images [52, 90, 123]. These approaches predict the HQ im-
ages in a single step and suffer from the quality-diversity
dilemma [105]: the adversarial training of GANs causes un-
stable training and mode collapse problem [7, 26, 67, 85].
In contrast, the mean-squared error (MSE) in VAE training
leads to blurry and low-quality predictions [12, 120, 122].

Recent methods perform multi-step or iterative predic-
tion [20, 57, 59, 65]: splitting the degradation process into
small steps and investing each step is more tractable and
easier to learn. Many works build upon diffusion models
[31, 91, 93] or Schrödinger bridges [55] and model degra-
dation processes as stochastic paths that transit between
HQ and LQ images [38, 56, 57, 59, 64, 65, 89, 104, 110,
112, 121]. The uncertainty introduced by random tran-
sitions slows down training and inference. Other works
[30, 63, 99] approximate the degradations as a sequence
of reversible deterministic steps, dubbed normalizing flows
[42, 78]. Taking the limit of the number of steps and mak-
ing each step infinitesimally small, one obtains an ordinary
differential equation (ODE), also known as a continuous
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Figure 2. Framework of ResFlow. RV stands for random variable. The state zt consists of a data component xt that transits between HQ
and LQ images and an auxiliary component yt that disambiguates the velocity to ensure invertibility. The forward process is defined by
interpolation, while the reverse process is learned by matching the velocity field. The lower part depicts the transition of ResFlow. Image
degradation is usually non-reversible due to decreasing mutual information; thus, the velocity is uncertain for xt. The range reachable
by possible velocity is dubbed uncertainty scope. As xt approaches x0, the uncertainty in estimating velocity decreases, and so does the
typical set of yt.

normalizing flow [15, 54, 75]. InDI [20] incrementally es-
timates the HQ images, which is equivalent to solving a
“residual flow” that becomes sensitive to error in prediction
near HQ, leading to sub-optimal results. These flow-based
methods contradict the ill-posed and irreversible nature of
the image degradation, leading to inferior performance.

Our work defines the degradations from HQ to LQ im-
ages by deterministic paths. Acknowledging the decrease
of mutual information in image degradation that results
in uncertain correspondence between LQ and HQ images,
we augment the degradation process with an auxiliary pro-
cess that couples with the uncertainty scope and guides the
restoration directions. Our augmented degradation process
is fully reversible and can be modeled by a deterministic
ODE dubbed degradation flow. We learn the velocity field
of the degradation flow by matching it with the ground-truth
flow path [54], which leads to fast training and inference
and achieves better restoration.

3. Method
3.1. Reversing Flow for Image Restoration
We tackle the image restoration problem by inversion:
learning the degradation process that corrupts a high-quality

(HQ) image xHQ into a low-quality (LQ) image xLQ, and
“reversing” the learned process to restore the HQ image
from the LQ image. The learned degradation process should
be 1) reversible to allow inverting LQ images to HQ images
and 2) tractable to enable efficient training and inference.

A natural choice is to model the degradation process by
an ordinary differential equation (ODE) on random process
{zt | 0 ≤ t ≤ 1}:

∂zt
∂t

= v(zt, t); 0 ≤ t ≤ 1, (1)

where v is the velocity field, z0 corresponds to the HQ im-
age, and z1 to the LQ image. Eq. (1) is also known as a
continuous normalizing flow in the literature [15, 54].

However, Eq. (1) cannot directly apply to image degra-
dation because it describes an reversible process. In con-
trast, image degradation is generally irreversible. This can
be illustrated from the perspective of mutual information: a
random process described by Eq. (1) preserves mutual in-
formation while image degradation does not. First, we have
the following proposition.

Proposition 1. Given random process zt defined by Eq. (1),
denote the mutual information as MI(·, ·), then for any ref-
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erence random variable r and any 0 ≤ t1, t2 ≤ 1, we have

MI(zt1 , r) = MI(zt2 , r). (2)

Proof. See the supplementary material.

The reference random variable r can be arbitrary state
zt ̸= z0, indicating that simulating Eq. (1) does not lose
any information: everything we known about z0 remains
in zt. However, this property does not hold for the ill-
posed image degradation. Generally, the mutual informa-
tion between the intermediate states and the HQ images de-
creases as more distortion is applied to the images as a con-
sequence of the data processing inequality (DPI) [11]: as
xt approaches xLQ, it shares less mutual information with
xHQ, so generally less is known about HQ images. As a
result, an LQ image can correspond to multiple HQ images
through different degradation processes. Fig. 1 shows an
example where adding haze to different HQ images blends
their content and leads to similar or the same LQ images.
Noise is another example that eventually converts HQ im-
ages into indistinguishable noise.

The collection of possible HQ images given the LQ im-
ages is dubbed the uncertainty scope. The uncertainty scope
should be disambiguated to make the degradation process
reversible by selecting exactly one HQ from the uncertainty
scope given the intermediate image. We achieve this by
augmenting the degradation process with an auxiliary pro-
cess {yt | 0 ≤ t ≤ 1} that couples with the uncertainty
scope and evolves with the degraded image. The ODE states
{zt} now become

zT
t = [xT

t ;y
T
t ], z

T
0 = [xT

HQ;y
T
0 ], z

T
1 = [xT

LQ;y
T
1 ]. (3)

Conceptually, yt encodes the “information loss” caused by
image degradation. According to DPI, the mutual informa-
tion from the coupling between it and the HQ images in-
creases as zt approaches z1 to keep MI(zt, z0) constant.
This makes the choice of {yt} non-trivial because y1 should
have the maximal mutual information with x0, which is
equivalent to knowing the ground-truth x0 in prior and thus
infeasible. The next section details how we parameterize
the augmented flow and tackle this problem.

3.2. Parameterization
Learning to invert the degradation process by the aug-
mented flow (Eqs. (1) and (3)) requires obtaining the cou-
pling between the auxiliary yt and x0 that conceptually
maps to the degraded mutual information. While one can
manually determine such coupling, it is not necessarily opti-
mal. Instead, inspired by recent advances in transport-based
generative modeling techniques [54, 58], we learn the de-
terministic coupling starting from an arbitrary coupling be-
tween yt and x0.

Given a pair of HQ and LQ images, the only bound of
the degradation process (Eq. (1)) is that it begins with the
HQ image and ends with the LQ image as formally given
by Eq. (3). Usually, the ground-truth “natural” degradation
paths between HQ and LQ images are infeasible to acquire,
so we instead define the flow paths of zt as geodesics in the
Euclidean space:

zt = αtz0 + σtz1, αt, σt ≥ 0, (4)
such that α0 = σ1 = 1, α1 = σ0 = 0. (5)

We name {αt, σt} as the degradation schedule defining the
flow paths’ dynamics. Given the degradation schedules, the
augmented degradation process Eqs. (1) and (3) can be pa-
rameterized by a neural network vθ that estimates the ve-
locity field v:

∂[xT
t ;y

T
t ]

T

∂t
= vθ(xt,yt, t). (6)

The auxiliary yt is chosen to be Gaussian at t = 1 as it
maximizes entropy and zero at t = 0 where the restoration
ends. During training, {yt} are independently coupled with
both x0 and x1. However, the trained velocity network vθ

induces a deterministic coupling between x0, x1 and yt as
defined by Eq. (6). This coupling disambiguates the veloc-
ity when multiple possible HQ images exist given an xt as
in Figs. 1 and 2. In such cases, the velocity network vθ

uniquely maps yt to one of the possible velocities.

We also note that the image xt and auxiliary yt in zt
do not necessarily have to use the same degradation sched-
ule. Denoting the respective degradation schedules of xt

and yt as {αx
t , σ

x
t } and {αy

t , σ
y
t }, we propose the follow-

ing entropy-preserving degradation schedule:

αx
t = 1− σx

t , σx
t = t (7)

αy
t = 1− σy

t , σy
t = β · (1− t+ β)

−1
. (8)

Here, β = 10 is a hyperparameter. This schedule moves
xt in straight lines (geodesics in Euclidean space). It keeps
the entropy of zt constant throughout the flow paths based
on the intuition that the entropy remains the same for the
reversible process (see the supplementary material for the
derivation).

An alternative parameterization is to estimate the expec-
tation E [z0 | zt] with a neural network [20]. However, this
approach is equivalent to a time-weighted version of Eq. (6)
that leads to high discretization errors near t = 0 when
solved numerically.
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Table 1. Synthetic datasets. Desnowing, Deraining, and Dehazing results on Snow100K [60], Outdoor-Rain [49], and Dense-Haze [4].

Method
Desnowing

Method
Deraining

Method
Dehazing

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑
SPANet[95] 23.70 0.793 0.104 CycleGAN[125] 17.62 0.656 - DehazeNet[13] 13.84 0.43

JSTASR[16] 25.32 0.807 0.059 pix2pix[34] 19.09 0.710 - AOD-Net[47] 13.14 0.41

RESCAN[50] 26.08 0.810 0.054 HRGAN[49] 21.56 0.85 0.154 SGID[8] 12.49 0.51

DesnowNet[60] 27.17 0.898 0.070 PCNet[36] 26.19 0.901 0.132 MSBDN[22] 15.37 0.49

MPRNet[114] 29.76 0.894 0.049 MPRNet[114] 28.03 0.919 0.089 FFA-Net[79] 14.39 0.45

NAFNet[14] 30.06 0.901 0.051 NAFNet[14] 29.59 0.902 0.085 AECR-Net[103] 15.80 0.47

Restormer[115] 30.52 0.909 0.047 Restormer[115] 29.97 0.921 0.074 DeHamer[27] 16.62 0.56

SnowDiff64[76] 30.43 0.914 0.035 RainHazeDiff64[76] 28.38 0.932 0.067 PMNet[108] 16.79 0.51

SnowrDiff128[76] 30.28 0.900 0.038 RainHazeDiff128[76] 26.84 0.915 0.071 FocalNet[19] 17.07 0.63
DTPM-4[109] 30.92 0.917 0.034 DTPM-4[109] 30.99 0.934 0.0635 MB-Taylor[80] 16.44 0.56

ResFlow(Ours) 31.86 0.917 0.030 ResFlow(Ours) 32.82 0.936 0.0514 ResFlow(Ours) 17.12 0.59

3.3. Optimization and Inference
The parameterized augmented degradation ODE Eq. (6) is
learned by matching the velocity field [54, 58]:

min
θ

Ex0,x1,y0,y1

[∫ 1

0

λ(t) ∥vθ(xt,yt, t)− żt∥2 dt

]
,

(9)

where żt =

[
ẋt

ẏt

]
=

[
α̇x
t x0 + σ̇x

t x1

α̇y
t y0 + σ̇y

t y1

]
. (10)

Here, λ(t) is a time-dependent loss weighting function, ∥ ·∥
is the L2 norm. Optimizing Eq. (10) is efficient as it does
not require simulating Eq. (6) as in traditional simulation-
based methods [15, 30, 63]. Moreover, Eq. (10) provides
additional benefit that any convex transport cost induced by
the coupling between z0 and z1 is guaranteed to be non-
increasing [58] combined with Eq. (8).

We also propose a loss weighting scheme for image
degradation that emphasizes time t close to 1, which em-
pirically improves the quality of estimated HQ images:

λ(t) =
(
cos

(π
2
(t− 2)

)
+ 1

)γ

, (11)

where γ = 1.75. The rationale is that when xt is close
to the LQ image x1, its mutual information with the HQ
image x0 decreases, making the velocity prediction more
difficult near t = 1. Thus, we increase the loss weighting as
t increases to balance the gradients towards those from the
harder tasks.

After training by Eq. (10), we restore the LQ image x1

by first sampling y1 ∼ N (0, I), then numerically solving
Eq. (6) from t = 1 to t = 0 and obtain x̂0 as the predicted
HQ image. The intermediate ŷt is discarded and replaced
with the ground-truth yt given by Eq. (5). Conceptually,
yt is asymptotically mapped to the corrupted information
during inference.

4. Experiments
4.1. Settings
To evaluate ResFlow’s performance, we conducted exper-
iments on five major image restoration tasks, including
desnowing, draining, dehazing, denoising, and JPEG com-
pression artifact removal, using synthetic and real-world
datasets. For image desnowing, we conducted experiments
on the Snow100K [60] dataset and the RealSnow [126]
dataset. We used the Outdoor-Rain [49] dataset and the
LHP [28] dataset to evaluate deraining performance. The
Dense-Haze [4] and NH-HAZE [5] datasets were employed
to assess image dehazing. We utilized the SIDD [1] dataset
for real-world denoising. The DPDD [2] dataset was used
to test single-image defocus deblurring. The LVE1 [87] and
BSD500 [69] datasets were used to verify the removal of
JPEG artifacts through entropy validation. We computed
several distortion and perception-based metrics, including
PSNR, SSIM [102], MAE, and LPIPS [120].

We adopted the same U-Net architecture [83] as DDPM
[31] to predict the velocity in Eq. (1) for all tasks. Timestep
t is embedded and injected into U-Net blocks via adaptive
layer normalization [106]. The model was trained using
the Adam optimizer [41] on 256-resolution image crops and
tested on full-resolution images. The learning rate and other
hyperparameters are detailed in Appendix C. We employed
a uniform time schedule and performed only four sampling
steps for all datasets.

4.2. Main Results
Desnowing Results. We report our method’s quantita-
tive performance on synthetic and real-world datasets in
Tabs. 1 and 2. Overall, our method outperforms state-of-
the-art algorithms across all datasets. Specifically, on the
synthetic Snow100K-L [60] dataset, our method surpasses
DTPM [109] by 0.86dB in PSNR. Additionally, our ap-
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Figure 3. Dehazing, Deraining, and Desnowing results. The part of the image is methodized to observe the local details clearly. From left
to right: input blurry images, reference images, and the predicted images obtained by Restormer [115], NAFNet [14], and our ResFlow,
respectively. Note that both Restormer and NAFNet retain some artifacts in the output images.

Table 2. Real-world datasets. Dehazing results on NH-HAZE [5], Denoising results on SIDD [1], Deraining results on LHP [28], and
Desnowing results on RealSnow [126]

Method
Denoising

Method
Dehazing

Method
Deraining

Method
Desnowing

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

DAGL[72] 38.94 0.953 DehazeNet[13] 16.62 0.52 SPANet[95] 31.19 0.934 MIRNetv2[116] 31.39 0.916

DeamNet[81] 39.47 0.957 AOD-Net[47] 15.40 0.57 PReNet[82] 32.13 0.917 ART[118] 31.05 0.913

MIRNet[113] 39.72 0.959 AECR-Net[103] 19.88 0.72 RCDNet[32] 32.34 0.915 Restormer[115] 31.38 0.923
DANet[111] 39.47 0.957 DeHamer[27] 20.66 0.68 MPRNet[114] 33.34 0.930 NAFNet[14] 31.44 0.919

Restormer[115] 40.02 0.960 PMNet[108] 20.42 0.73 SCD-Former[28] 34.33 0.946 WGWS-Net[126] 31.37 0.919

Xformer[119] 39.98 0.960 FocalNet[19] 20.43 0.79 IDT[35] 33.02 0.931 TransWeather[94] 31.13 0.922

ResFlow(Ours) 42.26 0.962 ResFlow(Ours) 21.44 0.79 ResFlow(Ours) 34.54 0.939 ResFlow(Ours) 31.63 0.919

Indoor NAFnet Ours

Reference Restormer

Outdoor NAFnet Ours

Reference Restormer

Figure 4. Single-image defocus deblurring results on the DPDD [2] dataset. The part of the image is methodized to observe the local
details clearly. From left-top to right-bottom: input blurry images, reference images, and the predicted images obtained by Restormer
[115], NAFNet [14], and our ResFlow, respectively. See the supplementary material for extra visualizations.
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Table 3. Single-image Defocus Deblurring comparisons on the DPDD [2] datasets.

Method
Indoor Scenes Outdoor Scenes Combined

PSNR↑ SSIM↑ MAE↓ LPIPS↓ PSNR↑ SSIM↑ MAE↓ LPIPS↓ PSNR↑ SSIM↑ MAE↓ LPIPS↓
DPDNet[2] 26.54 0.816 0.031 0.239 22.25 0.682 0.056 0.313 24.34 0.747 0.044 0.277
KPAC[92] 27.97 0.852 0.026 0.182 22.62 0.701 0.053 0.269 25.22 0.774 0.040 0.227
DeepRFT[68] - - 25.71 0.801 0.039 0.218
IFAN[46] 28.11 0.861 0.026 0.179 22.76 0.72 0.052 0.254 25.37 0.789 0.039 0.217
DRBNet[84] - - 25.73 0.791 - 0.183
Restormer[115] 28.87 0.882 0.025 0.145 23.24 0.743 0.050 0.209 25.98 0.811 0.038 0.178
EBDB[37] - - 23.45 0.683 0.049 0.336
DMENet[45] - - 23.41 0.714 0.051 0.349
JNB[88] - - 23.84 0.715 0.048 0.315
FocalNet[19] 29.10 0.876 0.024 0.173 23.41 0.743 0.049 0.246 26.18 0.808 0.037 0.210
DTPM-4[109] - - 25.98 0.823 0.038 0.153

ResFlow(Ours) 29.81 0.907 0.022 0.096 24.25 0.782 0.046 0.166 26.96 0.842 0.034 0.131

proach performs well in more challenging real-world sce-
narios, achieving the best performance across most met-
rics. On the RealSnow [126] dataset, our method exceeds
NAFNet [14] by 0.21dB in PSNR. Visual examples of sev-
eral methods are provided in Fig. 3, where our method
demonstrates superior removal of snowflakes and enhanced
detail quality compared to other approaches. Crucially, our
method successfully removes all the snowflakes dispersed
in the whole image, while the compared methods leave out
some snowflakes in their predicted images. We attribute this
to our method’s ability to perform multi-step restoration:
single-step prediction can be imprecise when the degrada-
tion is strong, while our multi-step method can gradually
remove the degradation, each step generating better results
than in the previous steps.

Deraining Results. The numerical results for the syn-
thetic Outdoor-Rain [49] dataset and the real-world LHP
[28] dataset are presented in Tables 1 and 2. Our model
exhibits strong deraining capabilities, achieving better or
comparable results across all metrics. Our method demon-
strates a significant 1.83dB improvement in PSNR over
NAFNet [14] on the Outdoor-Rain dataset. Moreover, our
method outperforms SCD-Former [28] on the more chal-
lenging real-world dataset by 0.20dB in PSNR. Visual re-
sults in Fig. 3 show that our method produces high-quality
images resembling ground-truth images with no artifacts. In
particular, our restored images faithfully retain more details,
such as the bricks of the walls, than the compared methods,
while the compared methods tend to produce smoothed ap-
pearances. When the correspondence between HQ and LQ
images is ambiguous, one-step estimation converges to the
mean of the HQ images conditioned on the LQ images. In
contrast, our method introduces the auxiliary variable to dis-
ambiguate the HQ images and is able to preserve the sharp

details.
Dehazing Results. As shown in Table 1, our method
surpasses FocalNet [19] by 0.05dB in PSNR on the syn-
thetic Dense-Haze [4] dataset. On the more challeng-
ing real-world NH-HAZE [5] dataset (Table 2), our ap-
proach achieves a notable 1.01dB improvement in PSNR
over FocalNet [19], highlighting our method’s superior per-
formance in real-world scenarios. Visual results in Fig. 3
illustrate that our method effectively removes haze while
preserving original details. Similar to the hazy example in
Fig. 4, our model recovers more details than other meth-
ods, such as the tree’s textures. This again demonstrates the
promising performance of reversible flows.
Real Denoising Results. As shown in Tab. 2, our
method achieves the best PSNR/SSIM results on the real-
world SIDD citeabdelhamed2018high denoising dataset. In
particular, our method improves PSNR by 2.24dB over
Restormer [115], demonstrating its superior performance in
real denoising scenarios compared to other state-of-the-art
methods.
Defocus Deblurring Results. Tab. 3 presents the quanti-
tative comparison on the DPDD [2] dataset. Our method
achieves state-of-the-art results across all metrics compared
to existing algorithms. Specifically, our method surpasses
FocalNet [19] by 0.78dB in the overall category and sig-
nificantly outperforms DTPM [109] by 0.98dB. Moreover,
in both indoor and outdoor scenes, our method exceeds
the second-best results by 0.71dB and 0.84dB, respectively.
These results demonstrate the superior performance of our
method in all scenarios. Fig. 4 provides visual comparisons.

4.3. Ablation Study

In this section, we perform an ablation study on the compo-
nents of our methods, including experiments and analyses
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Sampling Timesteps (Reverse) Sampling Timesteps

Figure 5. Reserve process performance curves, averaged on 32 samples from the desnowing dataset. The right shows the intermediate
results of two example images.

Table 4. Color JPEG compression artifact (QF=10) removal on
BSD500 [69] and LIVE1 [87] datasets.

Method
BSD500 [69] LIVE1[87]

PSNR SSIM PSNR SSIM

QGAC[23] 27.74 0.802 27.62 0.804

FBCNN[18] 27.85 0.799 27.77 0.803

IPT[76] 27.57 0.792 27.37 0.799

SwinIR[107] 27.62 0.789 27.45 0.796

DAGN[66] 28.07 0.799 27.95 0.807

ResFlow(Ours) 28.21 0.835 27.95 0.830

about the reverse restoration process, which is the center
of image restoration, and the formulation and effects of the
auxiliary variable we introduce to enable flow-based degra-
dation modeling.
Reverse Restoration Process. ResFlow restores images
by reversing the degradation process from HQ to LQ im-
ages. Specifically, ResFlow progressively removes degra-
dation and noise over several timesteps. We provide spe-
cific restoration examples in Fig. 5, where ResFlow tends to
remove degradation along the shortest transport path. Addi-
tionally, Fig. 5 shows the performance curve for ResFlow in
image desnowing. The results show that deblurring perfor-
mance improves gradually with the number of steps, con-
verging in the final few steps.
Reverse Auxiliary Variable. The auxiliary variable yt is
chosen as a Gaussian distribution at t = 1 and zero at t = 0
at the end of the restoration. We learn the coupling be-
tween the auxiliary variable and the uncertainty scope us-
ing transport-based generative modeling techniques. By
preserving entropy for the reversible process, we provide
a schedule for sampling the auxiliary variable at different
time steps. Ablation studies on the sampling distribution,
schedule, and coupling scheme are presented in Tab. 5. The
results show that a Gaussian distribution, which maximizes
entropy, helps the model learn the coupling between the
auxiliary variable and the uncertainty scope. Additionally,

Table 5. Ablation Study. The average performance on four real-
world and synthetic datasets are reported.

Method Average

Degradation Schedule Auxiliary Variable PSNR SSIM

Entropy-preserving Gaussian 25.51 0.804

Constant Guassian 23.81 0.786

Entropy-preserving Constant 23.77 0.780

Injection of Auxiliary Variable PSNR SSIM

Adapter 25.51 0.804

Add 24.04 0.794

Channel-wise concatenation 24.94 0.798

entropy-preserving sampling schedules improve model per-
formance compared to fixed distributions. Finally, we vali-
date different augmentation forms for coupling the auxiliary
variable with input, with the generalized augmentation form
output by the Adaptor showing the best results.

5. Conclusion
In this paper, we introduced ResFlow, a new framework
for image restoration that models the degradation process
as a deterministic and invertible flow. By departing
from the common practice of stochastic degradation
in generative models, ResFlow eliminates unnecessary
complexity and allows for a more direct inversion process.
By augmenting the degradation process with an auxil-
iary mechanism, ResFlow disambiguates the uncertainty
scope inherent to ill-posed restoration tasks, allowing for
fast and efficient inversion of the degradation process.
Through extensive experiments, we demonstrated that
ResFlow outperforms existing approaches and sets new
state-of-the-art, achieving superior restoration quality
across several tasks with a few sampling steps. The
experimental results across various datasets validate
the effectiveness of ResFlow, making it a promising
approach for practical image restoration tasks, from
weather removal to denoising and beyond. Future work
will explore extending ResFlow to more complex degra-
dation models and applying it to video restoration tasks.
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