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Figure 1. Inference for (a) autoregressive (AR) models and (b) our proposed poly-autoregressive (PAR) model. Solid indicates ground-truth
tokens which represent a tracked data modality such as action or 6DOF pose; striped represents predicted output tokens. Color denotes agent
identity. Compared to AR models, the PAR model takes other agents’ tokens as inputs when making a prediction for the next timestep.

Abstract

We introduce a simple framework for predicting the behavior

of an agent in multi-agent settings. In contrast to autoregres-

sive (AR) tasks, such as language processing, our focus is

on scenarios with multiple agents whose interactions are

shaped by physical constraints and internal motivations. To

this end, we propose Poly-Autoregressive (PAR) modeling,

which forecasts an ego agent’s future behavior by reason-

ing about the ego agent’s state history and the past and

current states of other interacting agents. At its core, PAR

represents the behavior of all agents as a sequence of tokens,

each representing an agent’s state at a specific timestep.

With minimal data pre-processing changes, we show that

PAR can be applied to three different problems: human ac-

tion forecasting in social situations, trajectory prediction

for autonomous vehicles, and object pose forecasting dur-

ing hand-object interaction. Using a small proof-of-concept

transformer backbone, PAR outperforms AR across these

three scenarios.

1. Introduction
Large language models (LLMs) have been very successful
with natural language processing (NLP) tasks, which require
accurate reasoning over relationships words have within a
body of text. A key component of LLMs is autoregressive

(AR) modeling, where each word token is predicted based
on a sequence of preceding word tokens. Building on the
success of AR modeling in the NLP community, this work fo-
cuses on modeling the dynamic relationships between agents
and entities in everyday interactions that occur in the physical
world, such as social interactions, driving, and hand-object
interactions.

Unlike language which is structured through grammar
and semantics, interactions in the physical world are dictated
by both the laws of physics (e.g. how a hand grasps an object)
and the internal state of each agent (e.g. the trajectory an
agent chooses to move a grasped object in) , a latent variable
that we know nothing about. Furthermore, as opposed to text
where each word follows another unidimensionally, the states
of multiple agents are changing simultaneously. For example,
in social situations, the history of a single person’s past states
does not alone determine the dynamics of their future states;
we also need to consider the states of other agents. We argue,
therefore, that AR modeling alone is insufficient.

In this paper, we introduce poly-autoregressive (PAR)
modeling, a simple unifying approach to model the influence
of other agents and entities on one’s behavior. We model
behavior as a temporal sequence of states and predict an
ego agent’s future behavior conditioned on the history of
behavior of the ego agent as well as the rest of the agents. By
considering other agents’ behaviors, we demonstrate that our
approach significantly improves upon the ill-posed problem
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of single-agent prediction in interactive settings.
The PAR framework uses a transformer-based model for

next-token prediction. Transformers have shown great suc-
cess in language modeling and naturally lend themselves
to predicting behavior over time. In an interaction scenario
of N agents, our model predicts the future behavior of an
ego (N th) agent conditioned on its past behavior and the
behavior of the other N � 1 non-ego agents (see Figure 1b).
Each prediction task may model a different behavior modal-
ity of interest, e.g. actions for social action prediction, or
6DoF pose for object forecasting in hand-object interactions.
We apply PAR to three different case studies of common
real-world interactions:
1. Social action prediction. We test our method on the AVA

benchmark [19] for action forecasting. By incorporating
both the ego and another agent using PAR, we get a
overall +1.9 absolute mAP gain over AR, which only
models the ego agent to predict its future behavior, and an
absolute +3.5 mAP gain on 2-person interaction classes.

2. Trajectory prediction for autonomous vehicles. When
forecasting future xy locations of an ego vehicle, incor-
porating the locations of neighboring vehicles with PAR
outperforms AR, which only uses the ego vehicle’s pre-
ceding trajectory as input. Specifically, on the nuScenes
dataset [5], PAR outperforms AR with a relative improve-
ment of 6.3% ADE and 6.4% FDE.

3. 6DoF object pose forecasting during hand-object inter-
action. We use the DexYCB dataset [8], where we treat
the object as the ego agent and the hand as the interacting
agent. While PAR integrates that hand’s 3D location and
object pose history, AR only uses the object’s pose his-
tory to predict the object’s 6DoF pose. PAR outperforms
AR with relative improvements of 8.9% and 41.0% for
the rotation and translation predictions, respectively.
In all these settings, we find that incorporating the behav-

ior of other agents in the scene improves predictions of the
ego agent’s behavior. All of these problems are modeled via
the same simple PAR framework and implemented using the
same proof-of-concept 4 million parameter transformer with-

out any modifications to the base framework or architecture,
only to data pre-processing and choice of tokenization. We
also provide an example of a simple way to build on our
architecture through a location positional encoding, Sec. 5 .

The primary contribution of this work is a versatile frame-
work that can be applied to a diverse range of settings, with-
out modifications aside from domain-specific data process-
ing. Our results suggest that PAR provides a simple formu-
lation that, with a more complex transformer backbone and
larger datasets, could enhance prediction of diverse multi-
agent interactions across various problem domains. To facili-
tate further exploration and development, we have released
our code, which contains the building blocks to use PAR for
modeling other types of multi-agent interactions.

2. Related Work
Autoregressive models. Autoregressive modeling has a rich
history in information theory and deep learning, tracing back
to Shannon’s paper on language prediction [45] and At-
tneave’s study on visual perception [2]. These foundational
works laid the groundwork for modern applications in deep
learning, including [25], which revisits neural autoregres-
sive models and [18, 50], which explore continuous-valued
modeling. [53] developed PixelRNN and PixelCNN to au-
toregressively generate images one pixel at a time using
RNN and CNN architectures, respectively.

The development of the transformer model [54] spurred
progress in computer vision with the image transformer [36]
and the vision transformer [14], and autoregressive models
[9, 41] and more notably in NLP, where the GPT family
of models [4, 37, 38] has demonstrated the power of large-
scale unsupervised autoregressive pre-training. Recent re-
search has focused on multimodal learning, exemplified by
the Flamingo [1] or LlaVa [28] models, which combine vi-
sion and language processing capabilities, illustrating the
versatility of autoregressive models across various domains
in artificial intelligence. While these approaches operate on
image patches and word tokens, we operate on symbolic rep-
resentations extracted from in-the-wild videos showing nat-
ural interactions. A recent approach [39] frames humanoid
locomotion as an autoregressive next-token prediction task
that operates on two types of continuous tokens: observa-
tions and actions. This approach projects continuous tokens
to the hidden dimension and uses a shifted loss, similar to
the next-timestep prediction proposed in our framework.

Multi-agent regressive models. Several prior works ad-
dressed modeling specific multi-agent problems via regres-
sive models as one-off case studies. We introduce the PAR
framework to unify these efforts into a single cohesive frame-
work. Many behavior prediction works focus on two agents
engaging in social interaction, whether it be dyadic com-
munication [32–34] or social dance [30, 46]. These stud-
ies primarily tackle the challenge of predicting the state of
an interacting partner (Person B) based on the input from
Person A’s state, sometimes extending predictions into the
future [20, 30]. While earlier works used architectures such
as variational RNNs [3], recent works have predominantly
adopted transformer architectures for social interaction mod-
eling [10, 20, 32, 33, 46], with some works exploring diffu-
sion [27], or diffusion with attention [17]. Our PAR frame-
work focuses on transformer models.

Works encompassed by the PAR framework extend be-
yond human social interaction. Many multi-agent human or
car trajectory prediction approaches use autoregressive pre-
diction. For instance, MotionLM [44] utilizes a transformer
decoder that processes multi-agent tokens, incorporating a
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learned agent ID embedding. This methodology informs our
approach across all our case studies. Critically, in contrast

to all prior multi-agent regressive works that designed solu-

tions to address specific applications, we demonstrate that

we can unify a diverse set of multi-agent regressive problems

under a single PAR framework. See Appendix Sec. 9 for
case-study-specific works.

3. Poly-Autoregressive Modeling
Our goal is to model the behavior of an agent or entity while
taking into account any other agents it interacts with, if
any. To evaluate the performance of our model in capturing
interaction dynamics, we predict the agent’s future behavior
and compare it against ground-truth data.

We define the following task: In an interaction comprised

of N agents, given the observed past states of the N � 1
interacting agents, and the observed or previously-predicted

past states of the N th
ego agent, predict the future states of

the N th
ego agent.

We define a transformer-based poly-autoregressive (PAR)
predictor, P , that learns to model temporally long-range
interactions in the input sequence. The inputs to the predictor
are the past states of the N interacting agents, and its output
is the predicted future state of the N th ego agent.

3.1. Problem Definition
Let S = {si}Ti=1 be a temporal sequence of agent states, si.
We use SN and S1:N�1 to denote the temporal sequences
of states of the Nth agent and of the other N � 1 agents,
respectively. For each timestep t 2 [t⇡, T ], where t⇡ 2 [1, T ]
is the time we start predicting, we take as input all other N�1
agents’ past observed state sequences S1:N�1

1:t�1 along with the
Nth agent’s past observed states up to t⇡, SN

1:t⇡ , and any of
its previously predicted past states ŜN

t⇡+1:t�1, if available
(see Fig. 1). Our predictor, P , then poly-autoregressively

predicts the Nth agent’s future states one time-step at a time:

ŝNt = P(S1:N�1
1:t�1 ,SN

1:t⇡ , Ŝ
N
t⇡+1:t�1). (1)

P learns to model the distribution over the next timestep of
the Nth agent’s states, given all other agents’ states:

p(̂sNt |S1:N�1
1:t�1 ,SN

1:t�1). (2)

While we provide the observed ground truth states of
other agents at inference, during training, we jointly maxi-
mize the likelihood of all N agents by computing losses on
their future state predictions.

We train the predictor by maximizing the likelihood of
the target state y at time t:

LP = Ey⇠p(y)[� log(p(sNt )],

where the target state y at t is computed from the Nth agent
ground truth future state.

3.2. The Poly-Autoregressive Framework
We address the problem of forecasting the future states of
an agent (from time t to T ) in a data-driven way, given a
temporal sequence of past states (from time 1 to t� 1). We
assume that our agent has some feature, or a set of features,
of interest in a video (e.g., 3D pose) that we can tokenize.
We predict the future states of the agent in terms of this
tokenized feature (or set of), where we use one token (or set
of tokens) per time step. The predicted tokens can be discrete
(i.e., an index into a feature codebook) or continuous (i.e.,
a vector of one or more continuous values). The loss ` will
depend on the problem’s specifics and the type of token used.
To train the model to predict the future, we rely on all the
interaction dynamics of length T in our training dataset as
ground truth examples.

As a baseline, we consider the single-agent autoregres-
sive (AR) paradigm, where a transformer is trained to per-
form next-token-prediction with teacher forcing. AR uses
greedy sampling to generate sequences at inference time,
predicting one next token at a time (Fig. 1(a)).

In contrast, our multi-agent poly-autoregressive (PAR)
framework considers the other N � 1 agents in the scene
when predicting the future state of the Nth agent. In this
setup, we tokenize the features of interest of all N agents,
yielding N tokens at each timestep for a total of N ⇤ T
tokens. In practice, we operate on a flattened sequence of
N ⇤ T tokens. Instead of using the AR training procedure in
this multi-agent case (as in Fig. 3a), we jointly model the N
agents at each timestep by introducing the following features
to our PAR framework.

Next-timestep prediction. A standard AR model predicts
the next token. Given the flattened sequence of N ⇤T tokens
our model operates on, next token prediction would take as
input an agent k at timestep t and predict agent k + 1’s state
at the same timestep t (as in Fig. 3a). However, our goal is to
predict the input agent k’s future state at time t+1. Therefore,
we perform same-agent next-timestep prediction rather than
next-token prediction (see Fig. 3b for an illustration of same-
agent next-timestep at training).

Learned agent identity embedding. When giving a model
information corresponding to multiple agents, the model can
benefit from knowing which token corresponds to which
agent. We give the model this information with a learned
agent ID embedding.

Joint training. We train the model to jointly predict the
future of all agents by computing a loss on the predicted
tokens of all agents (Fig. 3b). Please refer to Section 3.1 for
our inference paradigm.

3.3. Task-Specific Considerations
Our simple PAR approach unifies diverse problems under a
single framework and architecture without any modifications.
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Figure 2. The PAR Framework. We begin by collecting a video dataset, such as AVA (top) or DexYCB (bottom). Then, using dataset labels
or computer vision techniques, a trajectory of a given modality for our prediction task is extracted for each agent, such as action class labels
(top) or object pose and 3D hand translation (bottom). Data is then tokenized, either through discretization or directly using continuous
values, with our framework supporting both formats. Based on the tokenization and prediction task, we choose the appropriate loss function
for PAR training. After training with PAR, predicted tokens can be decoded back to data space and evaluated with relevant metrics.

Transformer Predictor

ta0 tb0 tc0 ta1 tb1 tc1 ta2

�ta1 �tb1 �tc1 �ta2 �tb2�tb0 �tc0

Vanilla next token prediction on a multi agent 
scenario

(a) AR: multi-agent, next-token training.

Transformer Predictor

ta0 tb0 tc0 ta1 tb1 tc1 ta2

�ta1 �tb1 �tc1 �ta2 �tb2 �tc2 �ta3

Same-agent, next-timestep prediction with teacher 
forcing

(b) PAR: same-agent, next-timestep training.

Figure 3. Training with teacher forcing for (a) multi-agent next-
token prediction in autoregressive models and (b) multi-agent poly-
autoregressive models. Solid vs striped indicates a ground-truth vs
predicted token, respectively. Color denotes agent identity. The AR
model is trained for next-token prediction, while the PAR model is
trained to predict the next timestep of the same agent. Three agents
are shown for ease of visualization, but the PAR model supports an
arbitrary number of agents.
In order to formulate a problem as interaction-conditioned
prediction, users must consider several task-specific details.
Fig. 2 gives an overview of how the PAR framework disentan-
gles multi-agent learning from problem-specific modeling.

Data. The input data source in our example tasks is always
a collection of videos. From these videos, we extract various
modalities relevant to the task at hand. These modalities can
range from high-level features, such as action class labels, to

low-level ones, such as 3D pose (Fig. 2 first two columns).
We assume that each agent in the dataset is detected at each
frame and is associated with an agent ID.

Tokenization. Our framework supports both discrete, quan-
tized tokens and continuous vector tokens. The choice be-
tween discrete and continuous depends on the nature of the
task. In the case of discrete tokens, we use a standard embed-
ding layer to project to the hidden dimension. For continuous
tokens, we train a projection layer to project the token into
the hidden dimension of the transformer. For instance, if our
continuous token is a 3D vector with an (x, y, z) 3D location
coordinate and our hidden dimension is 128, our projection
layer will project from 3 to 128 dimensions. We also train
an un-projection layer that reverts the hidden dimension to
the original token dimension.

Loss. The type of token and task-specific considerations
dictate the loss function ` applied during model training.
For discrete tokens, a classification loss is appropriate. For
continuous tokens, we use a regression loss on the original
token dimension.

Baselines. We compare to the following baselines, where
applicable on a case-by-case basis:
• Random token: pick random tokens from the best available
token space and use as the prediction.
• Random trajectory: pick at random a trajectory from the
training dataset to use as the prediction.
• NN: Given an input agent A’s trajectory history, find the
closest trajectory to it in the training set, belonging to AT .
Use AT ’s future as the predicted future.
• Multiagent NN: In a dataset with two interacting partners
A and B, where B is the ego agent, given an input agent
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A’s trajectory history, find the closest trajectory to it in the
training set, belonging to AT . Use AT ’s interaction partner’s
BT ’s future as the prediction.
• Mirror: In a dataset with two interacting partners A and
B, use the ground truth future of agent B as the predicted
future for agent A.

3.4. Framework Implementation Details
We keep the following implementation details constant for
all case studies (see also Sec. 10).

Learned agent ID embedding. Our learned agent ID em-
bedding consists of the integer agent ID mapped to a hidden
dim-sized vector, and summed to the token embedding.

Architecture. For all case studies, we use the Llama [51]
transformer decoder architecture with 8 layers, 8 attention
heads, and a hidden and intermediate dimension of 128.
The decoder has ⇠4.4M learned parameters, not including
learned embedding layers which add a few thousand more
parameters. A rotary positional encoding [47] is used in ad-
dition to other summed encodings (i.e. agent ID embedding,
locational positional encoding in Sec. 5). We train using
teacher forcing. The only hyperparameter that changes be-
tween case studies is the learning rate.

4. Case Study 1: Social Action Forecasting
Our first case study involves forecasting human actions. Hu-
man behaviors are fundamentally social; for instance, in-
dividuals frequently walk in groups and alternate between
speaking and listening roles when conversing. Certain ac-
tions, like hugging or handshaking, are intrinsically multi-
person. Therefore, modeling human interactions should help
improve action forecasting performance, especially on multi-
person actions, which we show in this case study.

4.1. Experimental Setup
Dataset. The Atomic Visual Actions (AVA) dataset [19]
comprises 235 training and 64 15-minute validation videos
from movies. Annotations are provided at a 1Hz frequency,
detailing bounding boxes and tracks for individuals within
the frame, and each person’s actions within a 1-second time-
frame. Individuals may engage in multiple concurrent actions
from a repertoire of 60 distinct action classes (e.g., sitting
and talking simultaneously). For our analysis, we select clips
featuring a continuous sequence of an agent’s actions span-
ning at least 4s, splitting sequences exceeding 12s. We use
the first half of each clip as history to predict the second
half. For any ego agent trajectory, we pick a second agent
by selecting the person present in the scene for the longest
subset of the ego agent’s trajectory.

Task-specific considerations. Each agent’s token A repre-
sents an 60-dimensional vector that corresponds to the ac-
tions performed at a specific timestep. Each element denotes

Method Timestep pred Ag-ID embd mAP "
1-agent AR N/A N/A 40.7
2-agent AR 7 7 38.0

2-agent PAR* 7 3 40.2
2-agent PAR* 3 7 40.0
2-agent PAR 3 3 42.6

Table 1. PAR action forecasting performance on AVA We evalu-
ate 1 and 2-agent AR methods, two 2-agent PAR ablations (rows 3
and 4, PAR*), and our PAR method. Without next-timestep predic-
tion (see Fig. 3) or a learned agent ID embedding, our model strug-
gles with multi-agent reasoning, performing worse than the AR
baseline. With both components, the 2-agent PAR model achieves
a +1.9 mAP gain over the AR method (see Fig. 11 and Fig. 5 for
class breakdown).

Baseline Agents mAP "
Random Token 1 3.46
Random Training Traj 1 3.44
Nearest Neighbor 1 13.17
Multiagent NN 2 5.10
Mirror 2 7.97

Table 2. AVA baselines While the nearest neighbor baseline per-
forms best among baselines, it is still significantly worse than the
AR model.

the probability of a particular action class being enacted;
ground-truth inputs are a binary vector. We implement an
embedding layer that projects these tokens into the trans-
former’s hidden dimension, as well as an un-projection layer
that reverts them back to the original 60D token space for
the purposes of loss calculation and output generation. We
do not explicitly require the outputs to be values between
0 and 1. We use a MSE regression loss on the 60D action
tokens: L = 1

n

Pn
i=1(Ai � Âi)2. Our evaluation metric is

the mean average precision (mAP) on the 60 AVA classes.
We implement all baselines described in 3.3, where Ran-

dom Token corresponds to a random 60D vector sampled
from 0 to 1. NN and Multiagent NN use Hamming distance
as the distance metric.

4.2. Results
We report the performance of a single-agent AR model as a
baseline, in the first line of Table 1. The AR model is signifi-
cantly better than our baselines (see Table 2), the strongest
baseline being the single-agent NN. We compare these base-
lines to our 2-agent PAR model (last line) and various abla-
tions where we remove the agent ID embedding and perform
next-token rather than same-agent next-timestep prediction.
The second line of the table corresponds to multi-agent next-
token prediction (Fig. 3a). We see that this approach confuses
the model, and the performance is significantly worse than
just training on and considering a single agent. However,
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Figure 4. Action forecasting example. The distribution over ground truth actions are in white, and our predictions in red. A 6s action history
(1Hz) is input, and 6s of future actions predicted. In the scene, the man and woman alternate between talking and listening. Initially, the man
is talking. The AR model predicts he will continue talking, while the 2-agent PAR model recognizes the woman is talking and predicts more
accurate turn-taking behavior.

Figure 5. Per-class mAP for AVA 2-person actions. We see perfor-
mance improvement on almost all 2-person AVA action classes ((P)
stands for “a person”). Some absolute mAP gains are particularly
significant: listen to +7.0, kiss +8.3, fight/hit +5.7, talk to +4.4,
hug +5.7, and hand shake +4.0.

as we add various components of our PAR approach, the
performance improves, and with both the next timestep pre-
diction and agent ID embedding, we get a +1.9 mAP gain.
When only considering 2-person action classes (enumerated
in Fig. 5), our mAP is 36.3 on the single agent PAR model
and 39.8 on the 2-agent PAR model, a +3.5 mAP gain.

In Fig. 4 we see an example of action forecasting. In the
input history, the man talks and the woman listens. In the
future, the woman talks, and the man listens. Our 2-agent
PAR model (bottom row) better understands that talking and
listening actions are complementary actions, while the AR
model doesn’t learn this correlation. We see quantitative
evidence of this in Fig. 5, with per-class mAPs for our AR
vs 2-agent PAR model for 2-person action classes. Here, talk

to gets a +4.4 mAP gain and listen to gets a +7.0 mAP
gain when we train a multi-agent model. We see a significant
boost on many other interaction-related action classes—for
instance, kiss a person +8.3 and fight/hit a person +5.7
mAP—and on single-person actions, see Fig. 11.

5. Case Study 2: Multiagent Car Trajectory
Prediction

Our second case study focuses on predicting car trajectories.
Trajectory prediction requires a vehicle to be aware of other
cars on the road to avoid collisions and promote coopera-
tive behavior. This study demonstrates how our framework
enables the joint modeling of multiple vehicles’ movements.

5.1. Experimental Setup
Dataset. We use nuScenes [5] , inputting 2 seconds of posi-
tions to forecast vehicle positions 6 seconds ahead. Specifi-
cally, our objective is to predict the xy coordinates of each
agent, exclusively considering vehicles as agents. We use the
trajdata interface [23] to load and visualize the data.
Task-specific considerations. Instead of discretizing the
xy position space, we discretize the motion, resulting in
discrete velocity or acceleration tokens. These integer tokens
are projected to the transformer hidden dimension using the
Llama token embedding layer. Inputting only these tokens
results in our PAR model knowing what speed the other
agents are going at, but not where they are. It is important
the model has this awareness (it should know if two agents
are going to collide), so our model needs to reason over this
second modality of location. We implement this by passing
locations relative to the agent we are predicting into a sin-
cosine positional embedding (see details in Sec. 12.1), which
we denote a location positional encoding (LPE). The LPE is
summed to our token embeddings.

We use a cross-entropy classification loss on our discrete
tokens: L = Ey⇠p(y)[� log(p(sTt⇡ )]. We use the standard
average displacement error (ADE) and final displacement
error (FDE) to evaluate our predicted trajectories. For our
baselines (Sec. 3.3), we use the closest agent at the current
timestep for Multiagent NN and Mirror. For NN and Multia-

gent NN we use MSE as the distance metric.

612407

Tony Nguyen
Rectangle



Token type LPE Method ADE # FDE #
Velocity 7 1-agent AR 1.50 3.64
Velocity 7 3-agent PAR 1.45 3.51
Accleration 7 1-agent AR 1.44 3.57
Accleration 7 3-agent PAR 1.40 3.44
Accleration 3 3-agent PAR 1.35 3.34

Table 3. Car trajectory prediction performance. Using acceler-
ation tokens and 3-agent PAR results in a stronger performance
over velocity tokens and single-agent AR. Adding location via a
positional encoding (LPE) further improves results.

Baseline Agents ADE # FDE #
Random Trajectory 1 8.89 16.51
NN 1 1.80 4.13
Multiagent NN N 6.40 12.04
Mirror N 11.59 14.93

Table 4. Car trajectory prediction baselines. Nearest neighbor
performs best overall, but our learned single-agent AR models
outperform all baselines.

A
R

3-
ag

en
t P

A
R

Scenario BScenario A Scenario DScenario C

Figure 6. Example results from our single-agent AR model (top
row) and three-agent PAR model with location positional encod-
ing (bottom row) on nuScenes. The predicted agent’s ground truth
trajectory is in pink, and the predicted future in blue. For the PAR
model, the other two agents’ ground truth states are in green. Qual-
itatively, the PAR model handles situations where single-agent
predictions might lead to collisions (A, B), uses other agents’ be-
havior to better adhere to road areas (A, C) without environment
data, and predicts based on the speed changes of other cars (D).

5.2. Results
We train AR and 3-agent PAR models using velocity tokens,
acceleration tokens, and acceleration tokens combined with
our location positional encoding. The results can be seen in
Table 3. Note that the 3-agent PAR model uses the agent ID
embedding and next timestep prediction. Acceleration to-
kens consistently outperform velocity tokens both for agent
AR and 3-agent PAR models. This could be because the
vocabulary size for acceleration tokens is much smaller and
therefore easier to optimize. Regardless, both ways of tok-
enizing result in models that outperform our baselines (see

1-Agent AR 2-Agent PAR

Figure 7. Rotation forecasting qualitative result on test set. 3D
predictions are projected onto the image, isolating rotation results
by showing the ground-truth translation. Incorporating the hand
agent in the PAR framework (right) improves object pose prediction
over object-only AR (left).

1-Agent AR 2-Agent PAR

Figure 8. Translation forecasting qualitative result on test set.
3D predictions are projected onto the image, isolating translation
results by showing the ground-truth rotation. Using the PAR frame-
work (right) instead of AR (left) improves object pose prediction.

Table 4 - NN has a relatively low error on this dataset), and
highlight that our framework is flexible such that a user can
experiment with different ways of representing entities. For
both token types, the 3-agent PAR model that is blind to loca-
tion outperforms the AR model. While location information
should help the model, it is possible that simply knowing
whether other agents are slowing down or accelerating can
help the model make better predictions. When adding loca-
tion information via the LPE to our 3-agent PAR model, we
see another performance gain in ADE and FDE.

Qualitative examples of the AR model (top row) and 3-
agent location-aware PAR model (bottom row) can be seen
in Figure 6. Our method uses no image or environment data
(e.g., lanes) as input. However, by reasoning over multiple
agents, its predictions lead to fewer collisions and better
reasoning about speed changes and driveable areas based
solely on other agents’ behaviors.

6. Case Study 3: Object Pose Forecasting Dur-
ing Hand-Object Interaction

Our final case study explores how hand-object interaction
can be leveraged for object pose estimation. We define the
human hand and the interacting object as two agents, with
tokens representing distinct state types. We show that our
PAR framework can jointly model these agents, improving
3D translation and rotation predictions for the object.
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6.1. Experimental Setup
Dataset. We use the DexYCB dataset, which includes 1000
videos of 10 subjects performing object manipulation tasks
with 20 distinct objects from the YCB-Video dataset. The
data is split into 800 training, 40 validation, and 160 testing
videos. We use one of 8 provided camera views. In each trial,
subjects pick up and lift objects in randomized conditions.
Labels include the object’s SO(3) rotation and 3D translation,
and the hand’s 3D translation. We focus on predicting the
object’s rotation or translation.

Task-specific considerations. We tokenize object informa-
tion in object-only experiments and both object and hand
information in hand-object experiments. The object is rep-
resented as a 4D token for rotation forecasting (quaternion
from SO(3) rotation) or a 3D token for translation forecast-
ing (Euclidean coordinates). In hand-object experiments, the
hand token is included with a 3D translation vector, and
agent ID embeddings distinguish between the hand and ob-
ject. Normalization is applied to all 3D translation vectors
in both AR and PAR experiments; quaternions are normal-
ized by definition and require no additional processing. An
embedding layer projects the tokens into the transformer’s
hidden dimension, and another layer projects them back for
prediction.

For rotation-only forecasting, the loss is Lrot = 1� |q̂ ·
q|, where q̂ is the predicted quaternion and q the ground-
truth quaternion. For translation-only forecasting, the loss
Lt is the mean squared error (MSE) between predicted and
ground-truth translations. For PAR we predict relative object-
to-hand translations at each frame, using the current hand
position as origin, while for AR, we predict absolute object
translations without considering the interacting agent. For
PAR models, we add the loss Lh, a MSE on hand translation.
The object-only AR rotation model is optimized with Lrot,
while the PAR rotation model combines Lrot+Lh; similarly,
the object-only translation model is trained with Lt, and the
hand-object translation model uses Lt+Lh. At inference, the
first half of each video is provided, and object predictions are
autoregressively generated for the second half. Translation
is evaluated using MSE, while rotation is measured using
geodesic distance (GEO) on SO(3).

6.2. Results
We compare the object-only AR models to the hand-object
PAR models in Table 5 for the two prediction tasks. We
also present the baselines described in Sec. 3.3 in Table 6.
Figures 7 and 8 show qualitative results on the rotation and
translation predictions, respectively. In both prediction tasks,
we observe that incorporating the human hand’s interaction
with the object enhances accuracy: for rotation, PAR results
in a relative improvement of 8.9% over AR, and for transla-
tion, 41%. See Section 11.2 for additional qualitative results

Type Method MSE # GEO (rad) #
Translation 1-agent AR 3.68 ⇥ 10�3 -
Translation 2-agent PAR 2.17 ⇥ 10�3 -

Rotation 1-agent AR - 0.919
Rotation 2-agent PAR - 0.837

Table 5. Test set results on DexYCB dataset. For both rotation
and translation forecasting, the 2-agent PAR model, which treats
the hand as an additional agent, improves results.

Baseline Translation - MSE (m2) # Rotation - GEO (rad) #

Random 0.244 2.196
Random Trajectory 1.60⇥ 10�2 2.146
NN 1.69⇥ 10�2 2.179
Multiagent NN 1.71⇥ 10�2 2.170
Mirror 1.20⇥ 10�2 -

Table 6. Test set results for DexYCB baselines. We cannot provide
rotation results for the Mirror baseline, because the ground-truth
does not include hand rotation, only 3D translation.

with more sampled frames.

7. Discussion
This work introduced the Poly-Autoregressive (PAR) frame-
work, a unifying approach to prediction for multi-agent in-
teractions. By applying the same transformer architecture
and hyperparameters across diverse tasks, including action
forecasting in social settings, trajectory prediction for au-
tonomous vehicles, and object pose forecasting during hand-
object interaction, we have demonstrated the versatility and
robustness of our framework.

Our findings underscore the crucial importance of con-
sidering the influence of multiple agents in a scene for pre-
diction tasks. By modeling interactions, we significantly im-
proved prediction accuracy over single-agent approaches on
all three problems we considered. While we achieved promis-
ing results with a simple architecture, we have only provided
a starting point that can be built upon extensively. For in-
stance, incorporating environmental context or tokenizing
pixel patches, especially as a way to relax our assumption on
high-quality tracking, are avenues for further research using
PAR. It would be interesting to experiment with scaling the
data and model. We do not specifically consider the relative
importance of neighboring agents, which is an interesting
future research direction (ex. dynamic attention mechanism).

Our PAR framework provides a simple and generalizable
foundation of universal building blocks, ready for extension
or refinement in future tasks. The PAR framework holds
potential for advancing AI systems, enhancing prediction
capabilities and enabling more accurate navigation and oper-
ation in real-world, multi-agent interactions.
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