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Abstract

Vision-language foundation models have shown impres-
sive capabilities across various zero-shot tasks, including
training-free localization and grounding, primarily focus-
ing on localizing objects in images. However, leveraging
those capabilities to localize actions and events in videos
is challenging, as actions have less physical outline and
are usually described by higher-level concepts. In this
work, we propose VideoGEM, the first training-free spa-
tial action grounding method based on pretrained image-
and video-language backbones. Namely, we adapt the self-
self attention formulation of GEM [2] to spatial activity
grounding. We observe that high-level semantic concepts,
such as actions, usually emerge in the higher layers of the
image- and video-language models. We, therefore, pro-
pose a layer weighting in the self-attention path to prior-
itize higher layers. Additionally, we introduce a dynamic
weighting method to automatically tune layer weights to
capture each layer’s relevance to a specific prompt. Finally,
we introduce a prompt decomposition, processing action,
verb, and object prompts separately, resulting in a better
spatial localization of actions. We evaluate the proposed
approach on three image- and video-language backbones,
CLIP, OpenCLIP, and ViCLIP, and on four video ground-
ing datasets, V-HICO, DALY, YouCook-Interactions, and
GroundingYouTube, showing that the proposed training-
free approach is able to outperform current trained state-
of-the-art approaches for spatial video grounding. 1

1. Introduction
Spatial localization of actions in videos has been a long-
standing topic in video analysis [6, 10, 19, 23, 27, 28, 30,
34, 35]. While early approaches were trained with human-
annotated bounding boxes and mainly focused on detecting
humans and classifying respective actions [8, 26], recent ap-
proaches [3, 29, 33] are trying to leverage the localization
properties of vision-language models without the need of
bounding box annotations, learning localization only from
image- text or video-text pairs. However, the localization

1Code is available at https://github.com/felixVogel02/VideoGEM
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Action prompt:
“A photo of a person 

whisk eggs.”

Object prompt:
“A photo of a person 

using eggs.”

Verb prompt:
“A photo of a person 
whisk something.”

Action: „Whisk eggs“

Figure 1. Prompt decomposition and combination. First, we
decompose the action query into verb, object, and action prompts.
For each component, we then predict locations corresponding to
the highest values on the heatmaps (red-high, blue-low). To deter-
mine the final location (white star), we calculate the center point
of these individual predictions. The red, blue, and yellow stars
represent the predicted locations for the action, object, and verb
prompts, respectively, while the dark green bounding box repre-
sents the annotated ground truth.

of actions based on such weak supervision presents some
significant challenges: unlike objects, which usually have
a clear, unambiguous outline, actions often lack such re-
gion properties and exhibit diverse, context-dependent se-
mantics. Additionally, actions often refer to interactions
between entities and can comprise multiple objects or peo-
ple over different timespans as shown in Figure 1. This
variability makes it hard to capture the various visual rep-
resentations of an action, especially based on web-crawled
image- or video-text pairs. As a result, spatial video ground-
ing methods [3, 24, 29] still need to be specifically trained,
e.g. with a localization loss, to perform spatial localization.

Compared to that, another line of work focuses on
training-free localization of semantic concepts in images [2,
15, 40] by proposing various training-free adaptations
of vision-language models to perform object localization.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Namely, CLIPSurgery [15] proposes an alternative path-
way based on value-value attention which was extended by
Grounding Everything Module (GEM) [2] to a self-self at-
tention pathway. While those methods work well for object
localization in image data, action localization requires mod-
els to capture contextual cues beyond object boundaries.

To address this problem, we introduce VideoGEM, the
first training-free method for spatial activity grounding in
videos. Inspired by GEM [2], which focuses on spatial ob-
ject localization, VideoGEM extends this approach to spa-
tially localize activities within video content. First, we
extend the self-self attention pipeline to process multiple
frames for action localization on video data for applying
video backbones. In this setup, self-self attention automat-
ically spans multiple frames, aggregating attention across
both space and time. However, pretrained image-language
but also video-language backbones struggle to capture ab-
stract concepts such as actions. To address this problem,
we analyze the self-self attention pipeline of several back-
bones, showing that abstract concepts such as actions and
verbs usually arise in higher layers. We, therefore, propose
to weight layers of the self-self attention pipeline based on a
mixture of static and dynamic weights: while static weights
give more weight to higher layers, dynamic weights are ad-
justed based on the relevance of a layer for each prompt.

We further observe that vision-language models often
show a strong object bias when they are prompted with
verb-object combinations [2, 31, 38]. To counteract this
and focus the model on both verb and object, we propose
a prompt decomposition. To this end, the verb and object of
the action description are extracted and separately prompted
in addition to the original action. We then compute the cen-
ter points of the resulting individual predictions for verb,
object, and action, and consider the weighted mean of all
three center point predictions (see Figure 1). This accounts
for the fact that verbs might focus more on hands, while
object heatmaps automatically capture the object.

We evaluate our approach on three pretrained backbones,
CLIP [21], OpenCLIP [22], and ViCLIP [32, 36] and on
four action grounding datasets, V-HICO [14], Daly [35],
YouCook-Interactions [29], and GroundingYouTube [3]. It
shows that VideoGEM allows image and video backbones
to spatially ground actions in a training-free zero-shot man-
ner and that they are able to outperform models specially
trained for this setup. We further analyze the impact of the
proposed components, including the effect of video vs im-
age processing for self-self attention as well as the impact
of layer weighting and prompt decomposition, showing how
those factors contribute to the final performance.

We summarize our contributions as follows: (1) We pro-
pose VideoGEM, the first training-free method for spatial
action grounding in videos that adapts self-self attention
to the video domain. (2) To capture higher-level sematic

concepts such as actions, we propose a mixture of static
and dynamic weights that prioritizes layers according to
their relevance for capturing such concepts. (3) We propose
prompt decomposition to address the object bias in vision-
language models, allowing self-self attention to consider ac-
tions, verbs, and objects independently. (4) We show that
VideoGEM outperforms even fine-tuned localization meth-
ods and provide extensive analysis of all the components.

2. Related Work

Spatial Video Grounding. Spatially localizing actions in
videos without the need to explicitly label respective in-
stances has drawn significant attention in the last years. As
one of the first works, CoMMA ( Contrastive Multilayer
Multimodal Attention) [29] proposes a multilayer cross-
modal attention network that obtains an attention heatmap
via attention rollout, where the predicted location is the
maximum attention. Moreover, the authors propose the
YouCook-Instructions dataset, based on YouCook2 [41],
to evaluate spatial grounding for models pretrained on
YouTube cooking data. Compared to that, TubeDETR
[37] uses a space-time decoder, decoding the video-text
features into a spatiotemporal object tube which includes
box annotations per frame. STCAT [9] proposes a Spatio-
Temporal Consistency-Aware Transformer that also uses a
vision and text encoder, followed by cross-model interac-
tion. To create the object tube, the authors generate multi-
modal templates to guide the decoder, followed by a predic-
tion head. Recently, VideoGrounding-DINO [33] extends
GroundingDINO [16] to videos. Finally, What-When-
Where [3] proposes a global and local loss together with a
frame selection mechanism to detect actions in untrimmed
videos in space and time. The authors also evaluate on
a new benchmark, GroundingYouTube, which is based on
MiningYouTube [11], to evaluate spatiotemporal grounding
in untrimmed videos, and also use the annotated segments
to evaluate spatial grounding alone. In contrast, our method
is training-free, using the original backbone weights with-
out additional fine-tuning, whereas the previous methods
rely on additional training of either a new projection head
or the fine-tuning of the full model.

Training-free Vision-Language Grounding. The success
of large-scale vision-language models like CLIP has gen-
erated significant interest in applying them to tasks such
as open-vocabulary object localization. In this context, a
special line of methods focuses on training-free localiza-
tion [2, 15, 40], thus adapting pretrained vision-language
models to handle localization tasks without changing the
weights of the pretrained model. MaskCLIP [40] achieves
this by removing the Multi-Layer Perceptron (MLP) in the
vision transformer’s final layer, using the last value projec-
tion to capture dense patch-level features. Building on this,
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CLIPSurgery [15] introduces a parallel “surgery pathway”
alongside the standard CLIP vision transformer (ViT) back-
bone, which operates with value-value attention instead of
the usual query-key attention and connects outputs from
multiple layers through residual connections. Consistent
with MaskCLIP [40], CLIPSurgery omits the final MLP, di-
rectly applying value-value attention. GEM [2] further im-
proves the concept of value-value attention by generalizing
it to self-self attention, not only using value-value attention
but also query-query and key-key attention together with a
set of regularizations. We extend the GEM model and the
self-self attention mechanism by adapting it to video input
and introducing a weighting and a prompt decomposition
mechanism, applying it to action localization.

3. Method

In the following, we first review the GEM self-self atten-
tion pipeline in Section 3.1. We then discuss its extension
to videos in Section 3.2, the proposed layer weighting in
Section 3.3, and the prompt decomposition in Section 3.4.

3.1. Background (GEM)

In the original ViT paper [5], the attention operation is com-
puted as follows:

A = softmax
(
XWq(XWk)

T

τ

)
,

O = A · (X ·Wv),

(1)

where X = (xi)i≤N ∈ RN×d represents the patch to-
kens output from the ViT, N is the number of visual to-
kens, d is the dimension of each token and Wq,Wk,Wv ∈
Rd×(h∗dh) are the projection matrices, where h is the num-
ber of heads in the attention and dh is the dimension of each
head. The Grounding Everything Module (GEM) [2] intro-
duces a parallel pathway that operates alongside the orig-
inal trained ViT while sharing its weights. This pathway
replaces the standard self-attention mechanism with a self-
self attention operation defined as follows:

Ass = softmax
(
(XWproj)(XWproj)

⊤

τ

)
, (2)

where Wproj ∈ {Wq,Wk,Wv}, and τ is the tempera-
ture. The self-self attention is applied iteratively J times
on L2 normalized visual tokens. For input visual tokens
X ∈ RN×d, we denote P(j) as the output of the self-self
attention at iteration j:



P(0) =
XWproj

∥XWproj∥2
,

P̃(j) = softmax
(
P(j−1)(P(j−1))T

τ

)
P(j−1),

P(j) =
P̃(j)

∥P̃(j)∥2
.

(3)

The final output Oss is obtained by applying the attention
matrix to the values:

Oss = softmax
(
P(J) · (P(J))T

τ

)
· V. (4)

The final self-self attention output is obtained by averaging
the query-query, key-key, and value-value attention:

Oqkv =
(Oqq +Okk +Ovv)

3
. (5)

This formulation enables the patch tokens alignment with
the Vision-Language Model (VLM) text encoder. Local-
ization heatmaps can then be constructed by computing the
cosine similarity between the text embedding of a prompt
and the corresponding patch token representations.

3.2. GEM for Videos
We extend GEM to handle video inputs by adapting it to
video-language models, using the ViCLIP backbone as an
example. Given a video input, ViCLIP processes a sequence
of T = 8 frames F = {f1, ..., fT }. Each frame fi is divided
into N patches, resulting in a total of T ×N patch tokens.
These tokens are processed jointly across all frames through
the transformer layers, allowing the model to capture both
spatial and temporal relationships.

For a given input sequence, the patch tokens from
all frames are concatenated into a single sequence X ∈
R(T∗N)×d, where d is the embedding dimension. The self-
self attention mechanism is then applied to this combined
sequence of tokens. After that, we compute the cosine sim-
ilarity between each patch token and the prompt embed-
ding of the text encoder, resulting in a similarity score ma-
trix S ∈ R(T∗N). To generate the final localization out-
put, we focus on a target frame ft positioned such that we
maintain temporal context from both past and future frames.
The similarity scores for frame ft are reshaped and interpo-
lated to match the spatial dimensions of the input frame and
min-max normalized to produce the final attention heatmap.
Note, that the temporal information of the video is solely
considered by the video backbone.

3.3. Layer Weighting
In the original GEM formulation, the self-self attention out-
puts are combined through residual connections, effectively
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Figure 2. Left: VideoGEM pipeline. VideoGEM takes a video and its corresponding narration as input. Our Weighted GEM processes
the input video alongside the vision transformer to generate the representative patch tokens. Decomposition of the input narration into verb
prompt, object prompt, and action prompt (see Section 3.4 for details) are passed through the text encoder to obtain three [EOS] tokens,
respectively. Then, three heatmaps are calculated as a similarity between patch tokens and the respective [EOS] tokens. We then aggregate
the heatmaps into one final prediction by centering the individual predicted locations. Right: Layer weighting. In our Weighted GEM
architecture, we apply a combination of static and dynamic weights. Dynamic weights are applied to the last D layers, while static weights
are applied to the last K layers, with K > D. Additionally, the attention map XL−K is weighted by a corresponding static weight wL−K

s .
All weighted outputs from the self-attention blocks are then summed with the weighted XL−K attention map to produce representative
patch tokens. The output patch tokens of weighted GEM are used for similarity calculation with the text, resulting in an attention heatmap.

giving equal importance to all layers in the final prediction.
However, we observe that higher-level concepts, particu-
larly actions, predominantly emerge in the higher layers of
the network. Based on this, we propose a combination of
static and dynamic weights to prioritize the contributions of
different layers. We extend the definition of X from the pre-
vious section, to Xl ∈ R(T∗N)×d which represents the l-th
transformer block output, where l ∈ {1, ..., L} and L is the
total number of transformer blocks. Let Yl ∈ R(T∗N)×d

denote the output of the l-th transformer block before the
residual connection. Similarly, let Zl ∈ R(T∗N)×d repre-
sent the output of the parallel self-self attention pathway at
layer l before the residual connection. Then, when applied
to the last K layers of the ViT, the output of GEM can be
reformulated as follows:

OGEM = XL−K +

L∑
l=L−K+1

Zl. (6)

Static Weighting. We first introduce static weights to as-
sign specific importance to individual layers. For layer l,
the static weight is defined as wl

s for l ∈ {L − K, ..., L}
resulting in the new output:

Ostat = wL−K
s ·XL−K +

L∑
l=L−K+1

wl
s · Zl. (7)

Practically, wl
s increases monotonically with l.

Dynamic Weighting. We further introduce dynamic
weights that adapt to the semantic requirements of each in-
put prompt by analyzing each layer’s contribution to the
model’s understanding of the prompted concept.

Let xCLS = XL
0 ∈ Rd denote the [CLS] token represen-

tation from the final layer, which can be decomposed into
the sum of residuals from all layers: xCLS =

∑L
l=1 Y

l
0 =∑L

l=1 Y
l
CLS . The text embedding of the prompt obtained

from the text encoder is defined as eEOS ∈ Rd. We mea-
sure each layer’s importance by evaluating how its removal
affects the alignment between visual and textual representa-
tions, for details see Section 4.4. Let s = (sL−D+1, ..., sL)
be the similarity vector where we compute the similarity
score for layer l as:

sl =
(xCLS −Yl

CLS) · eEOS

∥xCLS −Yl
CLS∥2 · ∥eEOS∥2

, (8)

The dynamic weights for the last D layers with D ≤ K
are computed using the similarity vector s through a soft-
max operation with temperature τd. We define the dynamic
weight for layer l ∈ {L−D + 1, ..., L} as:

wl
d = softmaxl(−s · τd), (9)
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then the final output for dynamic weights is computed as:

Odyn = XL−K +

L−D∑
l=L−K+1

Zl +

L∑
l=L−D+1

wl
d · Zl. (10)

It is important to note that the [CLS] token representations
used for computing similarities are extracted from the origi-
nal self-attention pathway rather than the self-self attention.
It is motivated by the fact that the [CLS] token in the orig-
inal model was specifically trained to align with the text
encoder’s [EOS] token representations during pre-training.
Combining Static and Dynamic Weights. To leverage
the complementary benefits of both weighting schemes, we
propose a unified approach that combines static and dy-
namic weights (see Figure 2). For a network with L lay-
ers, we apply static weights to the last K self-self attention
layers and the previous self attention input while computing
dynamic weights for the last D layers (where D ≤ K). The
combined weights wl

c for l ∈ {L−K, ..., L} are defined as:

wl
c =

wl
s −

1

D
+ wl

d if l > L−D

wl
s otherwise

(11)

where wl
s denotes static weight and wl

d represents the dy-
namic weight as defined in Equation (9). We subtract 1

D
from static weights when dynamic weights are applied to
not increase the sum of weights. The final output incorpo-
rating these combined weights is computed as:

Ocomb = wL−K
c ·XL−K +

L∑
l=L−K+1

wl
c · Zl (12)

This weighted combination allows the model to adaptively
balance the static prior knowledge about layer importance
with dynamic, prompt-specific adjustments, particularly in
higher layers where semantic concepts emerge.

3.4. Prompt Decomposition for Action Grounding
Action descriptions typically consist of two key compo-
nents: A verb describing the action itself and one or more
objects involved in the action. To effectively leverage this
inherent structure, we propose a prompt decomposition
method that processes these components separately while
maintaining the context of the complete action description.
Namely, we decompose each action query into three distinct
components: a verb prompt, an object prompt, and the orig-
inal action prompt. For consistent processing, we employ
the following template format:

Prompt Templates

• Verb: A photo of a person {verb} something.
• Object: A photo of a person using {object}.
• Action: A photo of a person {action prompt}.

In case a component, verb or object, is missing or can-
not be extracted, we use fallback templates, ”A photo of a
person doing something.” for missing verbs and ”A photo
of a person.” for missing objects. For each prompt, we
compute the similarity between its text embedding and the
visual tokens, identifying the regions of highest activation.
The model then determines a center point for each attention
map, corresponding to the location with maximum similar-
ity between the text and visual representations.

To combine these separate predictions into a final lo-
calization output, we employ a weighted averaging scheme
that prioritizes the action prompt while incorporating infor-
mation from the component-specific predictions (see Fig-
ures 1 and 2). Let cverb, cobj , cact ∈ R2 denote the pre-
dicted center coordinates for the verb, object, and action
prompts respectively, and wverb, wobj , wact ∈ R their cor-
responding weights, where we assign higher weights to ac-
tion prompts. The final prediction cdec is computed as:

cdec = wverb · cverb + wobj · cobj + wact · cact (13)
The weighted combination serves two purposes. First, it
maintains the primacy of the action prompt’s prediction
while allowing refinement based on component-specific lo-
calizations. Second, if any single component prediction de-
viates from the true action center, the ensemble nature of the
prediction helps maintain accuracy through the influence of
the other components. This is particularly valuable for com-
plex actions where the verb and object locations might pro-
vide complementary spatial information.
Extracting Verbs and Objects. For datasets with a label
structure of ”verb object” verb and object can be directly
retrieved. For natural language annotations as in YouCook-
Interactions, we select the verbs and objects as the ones that
are most likely visible in the input. To this end, we extract
all verbs and objects from the action description with a nat-
ural language processing (NLP) tool. We then generate an
individual prompt for each verb and object and apply the re-
spective vision-language backbone to determine which verb
and object show the highest similarity to the input.

4. Results
4.1. Datasets
We evaluate four video datasets for action grounding. Since
our proposed method is training-free, we only consider the
test set of the datasets for our evaluation, if there is one.
V-HICO (Videos of Humans Interacting with Common Ob-
jects) [14] has a test set containing 608 videos with anno-
tated bounding boxes for a human performing an action and
the object on which the action is performed. It consists of
244 object classes and 99 action classes with a total of 756
action-object pairwise classes. Following the evaluation of
[3] we use the union of the human and object bounding
boxes as ground truth for V-HICO.
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Model Backbone Backbone Pretraining Data Grounding Training Data VH Daly YC gYT Avg.

Models trained for grounding with localization supervision:
TubeDETR[37]† ResNet101[7],

RoBERTa[17]
ImageNet, Visual Genome,
Flickr, COCO

VidSTG - - 51.63 - -

STCAT [9]† ResNet101[7],
RoBERTa[17]

- VidSTG - - 55.90 - -

VideoGrounding-DINO[33] Swin-L; BERT[4] O365, OI, GoldG, Cap4M,
COCO, RefC

VidSTG - - 57.73 - -

GLIP[13]‡ Swin-L* [18] - FourODs,GoldG,Cap24M 66.05 - 52.84 53.62 -

Models trained for grounding with vision-text pairs only:
CoMMA[29]‡ CLIP WIT-400M HT100M 55.20 61.06 52.65 47.56 54.12
RegionCLIP[39]‡ RN50x4* WIT-400M CC3M 57.92 67.12 51.56 52.84 57.36
WWW-CLIP[3] CLIP WIT-400M HT100M 60.71 70.08 57.10 55.49 60.85
WWW-CLIP[3] CLIP* WIT-400M HT100M 62.34 71.35 58.35 56.98 62.26

No training for grounding:

GEM[2]
CLIP WIT-400M - 67.79 78.52 50.08 36.92 58.33
OpenCLIP LAION2B - 68.28 74.05 56.87 32.91 58.03
ViCLIP InternVid-FLT-10M - 65.08 73.75 53.62 51.28 60.93

VideoGEM (ours)
CLIP WIT-400M - 76.90 84.53 52.57 47.46 65.37
OpenCLIP LAION2B - 76.42 80.32 60.05 45.33 65.53
ViCLIP InternVid-FLT-10M - 75.75 78.25 55.10 57.21 66.58

Table 1. Accuracy of VideoGEM compared to the State-of-the-Art. VideoGEM includes prompt decomposition, and static and dynamic
weights. GEM is applied with the same action prompt as VideoGEM. We compare the accuracy on V-HICO (VH), Daly, YouCook-
Interactions (YC), and GroundingYouTube (gYT). Finetuned backbones are marked with *. †results from [33]. ‡results from [3].

DALY (Daily Action Localization in YouTube videos) [35]
annotates 510 YouTube videos with ten action classes.

GroundingYouTube [3] is based on the MiningYouTube
dataset [11] which contains 250 cooking videos from
YouTube. GroundingYouTube provides spatio-temporal an-
notations including bounding boxes for actions.

YouCook-Interactions [29] is based on the validation set
of YouCook2 [41] that contains 457 videos. It provides spa-
tial bounding box annotations for interactions with labels as
natural language sentences.

4.2. Implementation Details

We use GEM with K = 7 self-self attention layers and J =
1 iterations according to GEM [2], using the static weights:
ws = [0.3, 0.4, 0.5, 0.6, 0.7, 0.9, 0.9, 0.9] for the seven self-
self attention layers, and its initial self attention input. Note
that ws starts at index L − K. We further apply dynamic
weights for the last D = 3 layers. We use a temperature
of τd = 20 for dynamic weights according to Equation 9
for all datasets and models. For prompt decomposition we
apply the weights wverb = 0.2, wobj = 0.2, wact = 0.6 ac-
cording to Equation 13. We evaluate on ViCLIP, OpenCLIP,
and CLIP as backbones in a training-free manner meaning
that they are not specifically trained for action localization.
For ViCLIP, we sample 7 frames around the labeled frame
to get a video input. 4 frames are sampled before, 3 frames
are sampled after the labeled frame. Accuracy is used as
the main evaluation metric. A prediction is correct if the
predicted location is inside the ground-truth bounding box,

Figure 3. Importance of GEM layers. The accuracy of GEM
with one removed layer is calculated. The removed layer index is
on the x-axis where 1 is the final layer of GEM going down to 8
which is the initial self attention input to GEM.

otherwise it is false. The accuracy is calculated as the pro-
portion of the correct predictions.

4.3. Comparison to State-of-the-Art

We first compare the proposed approach to trainable video
grounding methods as well as to the vanilla GEM approach
in Table 1. To the best of our knowledge, all existing video
grounding models are either specifically trained for action
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Figure 4. Influence of the number of GEM layers. Up to seven
layers are added for GEM starting with a self-self attention layer
for the final Transformer block. With zero layers, the output equals
to the output of the backbone without GEM.

grounding or have a fine-tuned backbone for action local-
ization, whereas our setup is training-free.

First, we show that on average our VideoGEM outper-
forms all other methods by more than 3% with any of the
three backbones. Looking at the different backbones in
detail, we notice that especially CLIP and OpenCLIP, so
backbones specialized for objects, perform well on the V-
HICO and Daly datasets, while ViCLIP significantly out-
performs all other backbones on GroundingYouTube. We
attribute this to the fact that V-HICO and Daly focus mainly
on object annotations, while GroundingYouTube mainly fo-
cuses on annotations based on the center point of the action,
therefore, stronger deviates from object-centered bound-
ing boxes. Moreover, YouCook-Interactions and Ground-
ingYouTube only contain videos from the specialized cook-
ing domain, while V-HICO and Daly contain more general
actions. General actions might be easier recognizable in
a zero-shot object-centric setting without specific domain
knowledge. Compared to the original GEM pipeline, we
show that VideoGEM always improves over GEM indepen-
dently of the dataset and the backbone that is chosen.

4.4. Ablations

Layer Importance. Figure 3 we first visualize the per-layer
impact by excluding single layers from one to eight layer
from GEM. We observe that the accuracy is lower when
the final layers of GEM are excluded compared to exclud-
ing early layers. This might lead to the assumption, that
reducing the number of GEM layers would boost perfor-
mance as well. Compared to that however, Figure 4 shows
the results when adding up to seven layers with zero layers
corresponding to the output of the backbone without GEM.

Backbone Weights VH Daly YC gYT avg

ViCLIP

none 74.79 76.84 54.38 56.39 65.60
dyn 74.49 76.85 54.62 56.47 65.61
stat 76.18 78.38 55.02 56.75 66.58
s+d 75.75 78.25 55.10 57.21 66.58

OpenCLIP

none 77.86 79.27 59.20 40.17 64.13
dyn 78.41 79.07 59.77 43.29 65.14
stat 76.12 80.30 61.82 42.96 65.30
s+d 76.42 80.32 60.05 45.33 65.53

Table 2. Influence of different layer weighting strategies.
VideoGEM with prompt decomposition is applied without layer
weighting (none), only static (stat), only dynamic (dyn), or
combined weights (s+d) on V-HICO (VH), Daly, YouCook-
Interactions (YC), and GroundingYouTube (gYT).

It shows that the performance of GEM depends on the over-
all number of self-self attention layers and that the accu-
racy increases for more layers saturating at a depth of seven
that we use for all our experiments, also suggested by the
original GEM paper [2]. This strengthens the concept of
static weights, suggesting that higher layers generally cap-
ture complex concepts better than earlier layers, justifying
why they should be weighted higher in the final decision.
Earlier layers on the other hand can still capture important
concepts such that they should not be excluded entirely, but
just given less importance for the final decision.
Layer Weighting. To assess the effect of different weight-
ing strategies, we compare static, dynamic, and combined
weights (Equation 7, 10, and 12) with using no weights
in Table 2 observing a performance increase by about 1% on
average for both backbones compared to no layer weight-
ing. We observe that the effect of dynamic weighting de-
pends on the backbone as it relies on representative [CLS]
tokens for the final layers. If the [CLS] token is primarily
formed in the last layer, the benefit of dynamic weights is
reduced, as seen with the ViCLIP backbone. However, with
OpenCLIP, we observe consistent improvements. Notably,
on the Grounding YouTube dataset as the most distinct from
other object-centric datasets, dynamic weights boost perfor-
mance by more than 3%. We provide further insights in the
supplementary material in Tables 8 to 10.
Prompt Decomposition. We evaluate the effect of prompt
decomposition in Table 3 by applying VideoGEM without
prompt decomposition for only a verb, object, or action
prompt, compared to our proposed prompt decomposition
method including all prompts. Averaged over all datasets,
using prompt decomposition improves over using only a
single (verb, object, or action-) prompt by over 5% indepen-
dently of the used backbone. Each prompt alone achieves
strong performance, supporting the approach of first inde-
pendently processing prompts and only then aggregating
their individual predictions. Our method demonstrates their
compatibility for recognizing complex activities effectively.
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Backbone Mode VH Daly YC gYT avg

ViCLIP

verb 64.72 76.21 36.54 31.26 52.18
obj 62.30 68.71 54.94 46.78 58.18
act 65.68 74.17 52.97 51.99 60.95
all 75.75 78.25 55.10 57.21 66.58

OpenCLIP

verb 69.60 80.24 43.45 21.60 53.72
obj 65.44 77.00 51.21 34.20 56.96
act 66.77 74.87 57.36 38.38 59.35
all 76.42 80.32 60.05 45.33 65.53

Table 3. Influence of prompt decomposition. VideoGEM with
static and dynamic weights is applied without prompt decompo-
sition to only verb, object (obj), or action (act) prompts. The re-
sults are compared to VideoGEM with static and dynamic weights
as well as prompt decomposition (dec) on V-HICO (VH), Daly,
YouCook-Interactions (YC), and GroundingYouTube (gYT).

Backbone Mode VH Daly YC gYT avg

ViCLIP

none 65.68 74.17 52.97 51.99 60.95
mul 66.16 76.72 55.91 48.87 61.92
avg 65.44 75.99 56.75 49.96 62.04
ours 75.75 78.25 55.10 57.21 66.58

OpenCLIP

none 66.77 74.87 57.36 38.38 59.35
mul 68.28 80.36 58.40 34.18 60.31
avg 68.40 78.94 58.04 35.34 60.18
ours 76.42 80.32 60.05 45.33 65.53

Table 4. Influence of merging strategies for prompt decomposi-
tion. VideoGEM (ours) combines verb, object, and action prompt
predictions with a weighted average of the predicted positions.
This combination technique is compared to the element-wise mul-
tiplication (mul) and element-wise averaging (avg) of heatmaps
before taking the highest attention value of the resulting heatmap
as prediction. None corresponds to the baseline evaluation without
prompt decomposition for action prompts with combined weights.
We use V-HICO (VH), Daly, YouCook-Interactions (YC), and
GroundingYouTube (gYT) for testing.

Additionally, we compare different merging strategies in
Table 4 for obtaining the final prediction given the three at-
tention heatmaps for the verb, object, and action-prompt.
VideoGEM that averages the predicted positions, is eval-
uated against averaging or multiplying heatmaps elemen-
twise. The ratio of weights for the verb, object, and ac-
tion prompt is always 1 : 1 : 3 independent of the merging
strategy. Compared to standard GEM, all merging strategies
improve significantly. That suggests that decomposing the
prompt into its relevant parts enforces the model to focus on
every important part compared to only using the full prompt
where the model can neglect the verb and mainly focus on
the object [2, 31, 38]. Moreover, averaging positions boosts
performance much further compared to merging heatmaps
(additively, or multiplicatively). This can be explained by
two effects. First, it centers the action by predicting a posi-
tion between the main parts of the action making it more ro-
bust. Second, it has self-correcting abilities. If one predic-

Model Data VH Daly YC gYT avg

GEM vid 65.08 73.75 53.62 51.28 60.93
img 65.20 74.00 52.17 48.80 60.04

VideoGEM vid 75.75 78.25 55.10 57.21 66.58
img 74.19 78.47 54.86 55.08 65.65

Table 5. Influence of video input. VideoGEM with ViCLIP as
backbone is evaluated on image and video inputs. For reference
we also evaluate GEM with ViCLIP as a backbone. We evaluate
on V-HICO (VH), Daly, YouCook-Interactions (YC), and Ground-
ingYouTube (gYT).

tion is slightly off, the other predictions can drag the wrong
prediction back to the others. It can thus be seen as an en-
semble model having three votes for the correct prediction
instead of just one, improving robustness and accuracy.

Image vs. Video Data. To determine the importance of
video data for action grounding, we compare ViCLIP for
video and image input in Table 5. ViCLIP takes eight im-
ages as input. In the image setting, we give the same image
repeated eight times as an input. For the video setting, we
use subsequent frames as input according to Section 4.2.
Using video input outperforms its image-based counterpart
independently of using standard GEM or VideoGEM by
almost 1% on average. While the video input increases
accuracy on YouCook-Interactions and GroundingYouTube
compared to the image input, it performs similarly on V-
HICO and Daly. This can be attributed to the more static
actions in V-HICO and Daly like ”snapping fingers” for V-
HICO or ”Drinking” for Daly, while f.e. ”chopping” or
”arranging” in cooking videos as in YouCook-Interactions
or GroundingYouTube is more dynamic. Note, that the only
difference between the video and image input is, that the im-
age input repeats the same image 8 times, while for video
input surrounding frames are used. If the actions are static
and the surrounding frames are very similar, the video and
image input are also very similar resulting in only minor
performance differences.

5. Conclusion

In this work, we introduced VideoGEM, the first training-
free method for action grounding in videos. We proposed
a weighting technique using static and dynamic weights to
assign greater importance to layers that capture conceptu-
ally relevant information for complex activities. Addition-
ally, we introduced prompt decomposition to fully lever-
age action prompts, helping to reduce object bias in stan-
dard image- and video-language models. Remarkably, our
training-free VideoGEM outperforms all previous state-of-
the-art methods that rely on fine-tuning backbones for ac-
tion localization tasks.
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