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Figure 1. Comparisons on the resolution and annotation quality between existing semantic segmentation datasets (a) COCO, (b) ADE20K,
(c) EntitySeg and (d) our established dataset MaSS13K. Note that the ‘others’ category, which is highlighted in yellow, in our MaSS13K
actually contains a group of well-segmented objects without specific class names. Please zoom-in for a better view.

Abstract

High-resolution semantic segmentation is essential for
applications such as image editing, bokeh imaging, AR/VR,
etc. Unfortunately, existing datasets often have limited res-
olution and lack precise mask details and boundaries. In
this work, we build a large-scale, matting-level semantic
segmentation dataset, named MaSS13K, which consists of
13,348 real-world images, all at 4K resolution. MaSS13K
provides high-quality mask annotations of a number of ob-
jects, which are categorized into seven categories: hu-
man, vegetation, ground, sky, water, building, and others.
MaSS13K features precise masks, with an average mask
complexity 20-50 times higher than existing semantic seg-
mentation datasets. We consequently present a method
specifically designed for high-resolution semantic segmen-
tation, namely MaSSFormer, which employs an efficient
pixel decoder that aggregates high-level semantic features
and low-level texture features across three stages, aiming
to produce high-resolution masks with minimal computa-
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tional cost. Finally, we propose a new learning paradigm,
which integrates the high-quality masks of the seven given
categories with pseudo labels from new classes, enabling
MaSSFormer to transfer its accurate segmentation capabil-
ity to other classes of objects. Our proposed MaSSFormer
is comprehensively evaluated on the MaSS13K benchmark
together with 14 representative segmentation models. We
expect that our meticulously annotated MaSS13K dataset
and the MaSSFormer model can facilitate the research
of high-resolution and high-quality semantic segmentation.
Datasets and codes can be found at https://github.
com/xiechenxi99/MaSS13K.

1. Introduction

Semantic segmentation, which assigns a category label to
each pixel in an image, has made significant strides over the
past decades, driven by the advancements of deep learning
and the availability of large-scale benchmark datasets such
as COCO-Stuff [30], and ADE20K [55], among others.
Building upon these datasets, researchers have developed a
variety of networks, including FCN-based models [34] such
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as the DeepLab series [5, 6]. More recently, with the intro-
duction of transformer architectures [32, 42], transformer-
based models [7, 9] have shifted the paradigm of semantic
segmentation from pixel-level classification to mask-level
classification, achieving new state-of-the-art performance.

The image resolution in COCO-Stuff, ADE20K, and
Pascal VOC datasets, however, is commonly below 1000×
1000. As the resolution of images encountered in our daily
life has significantly risen, there is a growing demand for
high-resolution semantic segmentation in applications such
as image editing [13], bokeh imaging [23], image retouch-
ing [33], AR/VR [26], etc., where fine-scale mask details
significantly impact user experience. Recognizing the lim-
itations of low-resolution data, researchers have started to
construct some higher-resolution datasets such as Mapil-
lary Vistas [35] and EntitySeg [38]. However, these still
fall short with resolutions below 2K and struggle to anno-
tate objects with complex structures and details accurately,
as illustrated in Fig. 1. Some datasets, like the DIS [39] and
matting datasets [24, 27, 28], are meticulously annotated
but they are designed for class-agnostic binary segmenta-
tion tasks, which can only be used to differentiate the fore-
ground from the background, rather than parsing the entire
scene into semantic categories. Therefore, there remains a
demand for highly accurate semantic segmentation datasets
to advance the development of high-resolution segmenta-
tion models.

To this end, we introduce the Matting-level Semantic
Segmentation dataset, namely MaSS13K, which comprise
13,348 4K-resolution images captured from the real-world
scenes. MaSS13K provides exceptionally high-quality an-
notations (please refer to Fig. 1) on a variety of objects,
which are categorized into seven common semantic cat-
egories, including ‘human’, ‘vegetation’, ‘ground’,
‘sky’, ‘water’, ‘buildings’ and ‘others’. It should
be noted that ‘others’ in MaSS13K is not the ‘background’
class in other datasets. It actually refers to a group of well-
segmented objects such as the ‘crane’ in Fig. 1. Using the
mIPQ [37] score to assess mask complexity, MaSS13K’s
mIPQ is 20 to 50 times higher than that of existing semantic
segmentation datasets and three times higher than the finely
annotated DIS dataset [39]. With MaSS13K, we conduct a
comprehensive analysis on 14 representative semantic seg-
mentation methods [2, 6, 7, 9, 18, 20, 36, 41, 43, 46, 49–
51, 53]. We show that while these methods achieve satis-
factory overall accuracy, they struggle with capturing fine
boundary details and impose significant computational and
memory demands for high-resolution inputs. There is a high
demand for developing new semantic segmentation meth-
ods, which can balance the computational cost and segmen-
tation performance in high-resolution contexts.

To tackle the above-mentioned challenges, we pro-
pose a Transformer-based model, namely MaSSFormer,

specifically designed for high-resolution semantic segmen-
tation. We analyze the traditional FPN-based [31] pixel-
decoder in the context of high-resolution input, and devise
a lightweight pixel-decoder to balance the computational
consumption while generating high-quality masks with fine
boundaries. In specific, the decoding process is divided into
two branches. In the high-level global semantic branch,
we efficiently aggregate high-level semantic features across
layers, providing robust global context. Moreover, we bal-
ance detail and semantic information by expanding the re-
ceptive field to capture multi-scale structures. In the low-
level local structure branch, we extract edge-aware features
to enhance detail segmentation accuracy. With the guidance
of edge detection, we fuse the features in the two branches
and generate the final feature with accurate details. Exten-
sive experiments on MaSS13K dataset demonstrate that our
proposed MaSSFormer outperforms existing semantic seg-
mentation methods, particularly in boundary quality.

While the MaSS13K dataset contains seven classes, its
highly detailed semantic annotations enable networks to
learn the general ability to accurately segment regions based
on class-agnostic boundaries. To validate this point, we de-
velop a simple yet effective training pipeline that uses pow-
erful pre-trained models to generate low-quality pseudo-
labels for new classes, which are then combined with our
finely annotated labels to train MaSSFormer. Our experi-
ments show that MaSSFormer can produce higher-quality
masks for these newly introduced classes, effectively trans-
ferring its fine segmentation abilities to novel categories.
This highlights the significant potential of the meticulously
annotated MaSS13K dataset for advancing future research
in high-resolution and high-quality semantic segmentation.

Our contributions are summarized as follows:
• We introduce MaSS13K, a large-scale semantic segmen-

tation dataset, containing 13K 4K-resolution images with
ultra-high quality semantic annotations.

• We propose a simple yet effective baseline MaSSFormer
for high-resolution semantic segmentation, which sur-
passes existing methods, particularly in boundary quality.

• We devise a pipeline to empower the model with the
capacity to accurately segment novel classes of objects
without extra human efforts, revealing the potential of the
high-quality semantic annotations in MaSS13K for future
high-resolution segmentation research.

• We conduct a comprehensive benchmarking on the
MaSS13k dataset by evaluating MaSSFormer with 14
cutting-edge semantic segmentation methods.

2. Related Work
Image Segmentation Datasets. Numerous segmentation
datasets have been developed recently, generally falling
into two categories: multi-class and binary segmentation
datasets. Multi-class datasets are primarily designed for
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Figure 2. Some typical scenes in our MaSS13K dataset.

tasks such as semantic segmentation [19], instance seg-
mentation [21], and panoptic segmentation [15]. They fo-
cus on high-level semantics within scenes and are typically
large in scale, encompassing a variety of semantic cate-
gories, such as COCO [30] and ADE20K [55], EntitySeg
[38], Cityscapes [12] and others [16, 35]. However, these
datasets often suffer from lower resolution and poor an-
notation quality. On the other hand, binary segmentation
datasets focus on tasks like salient object detection (SOD)
[47, 52], camouflaged object detection (COD) [17, 48], and
image matting [28]. They emphasize low-level structures
of target objects with fine annotations but are class-agnostic
and object-centric, making them unsuitable for full scene
parsing. Our MaSS13K addresses these limitations and
integrates the strengths of both types of datasets. It in-
cludes a range of semantic categories, providing compre-
hensive coverage of entire scenes. Additionally, it offers
high-resolution and matting-level annotations, surpassing
the accuracy of existing datasets.
Semantic Segmentation Methods. With the development
of deep learning, semantic segmentation has made signifi-
cant progress. Initially, FCN-based [34] methods dominate
the field, with notable methods including DeepLab series
[3–5], PSPNet [54], OCRNet [51] and some other efficient
methods [49, 50]. These methods introduce various mod-
ules to aggregate multi-scale semantic information, classi-
fying each pixel directly. With the rise of Transformers and
their application in object detection [1], unified mask classi-
fication frameworks such as MaskFormer [2, 7, 9] have been
proposed for multiple segmentation tasks. This approach
decouples mask prediction from classification, achieving
impressive performance. However, due to the limitations of
existing semantic segmentation datasets, these methods are
mostly designed for low-resolution data, resulting in chal-
lenges when applied to high-resolution datasets, such as the
difficulties in global semantic awareness and poor bound-
ary details. While some methods have considered edges
[29, 44, 49], they focus on how to use edges to differen-

Table 1. Statistical comparison between MaSS13K and other
segmentation datasets. ‘SS’ denotes semantic segmentation and
‘BS’ denotes binary segmentation. ‘#Size’ indicates the diagonal
length. The values are presented as mean ± standard deviation.

Type Dataset #Image #Size #Classes #IPQ

SS

COCO-Stuff [30] 118K 762± 70 171 7± 4
ADE20K [55] 20K 667± 227 150 17± 10
Cityscapes [12] 3K 2290± 0 19 18± 7
EntitySeg [38] 11K 2684± 2240 151 20± 29

BS

BIG [10] 0.3K 4655± 1312 1 21± 63
HRSOD [52] 2K 4405± 1631 1 6± 13
UHRSD [47] 6K 6185± 1332 1 7± 9
DIS5K [39] 5K 4041± 1618 1 116± 452

SS MaSS13K 13K 5144± 492 7 383± 818

tiate semantic regions rather than improving boundary and
detail segmentation quality. Unlike previous methods, our
MaSSFormer is designed to tackle the challenges of high-
resolution semantic segmentation, ensuring semantic accu-
racy while producing segmentation maps with precise detail
and sharp boundaries.

3. MaSS13K Dataset
Data Collection. To address the shortage of high-resolution
semantic segmentation data, we construct a large-scale
dataset, which consists of 13,348 images of 4K resolution
of real-world scenes. These images were captured by var-
ious smartphones, including iPhone 14 Pro, Huawei P50,
Huawei Mate50, OPPO Find X5, OPPO Reno 8, Vivo X80,
and Xiaomi 12, and under different lighting conditions,
weather states, and times of day. The images encompass a
diverse range of indoor and outdoor scenes, including urban
areas, natural landscapes, street views, wilderness, parks,
mall interiors, and other public spaces. The diverse sources
of data collection not only enhance the dataset’s scene di-
versity but also improve the segmentation model’s adapt-
ability to different environmental conditions. The snapshots
of some typical image scenes are shown in Fig. 2. Note that
all images have undergone rigorous ethical and privacy re-
views to ensure privacy regulations, and a screening process
to remove lower quality pictures.
Data Annotation. Each image is annotated with pixel-level
precision to create accurate semantic segmentation masks
for seven categories: ‘human’, ‘water’, ‘vegetation’,
‘building’, ‘ground’, ‘sky’ and ‘others’. An ex-
perienced team was invited to conduct this annotation us-
ing the editing tools in PhotoShop. For each of the seven
categories, annotators were asked to perform matting-level
labeling, focusing on accurate boundary delineation of fine
features like hair, leaf edges, and intricate object contours.
Afterward, each annotated image went through a multi-
stage quality control process, including peer review and fi-
nal check by senior annotators, to ensure the labeling accu-
racy and consistency.

It should be noted that the ‘others’ category in our
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MaSS13K dataset is different from the ‘background’ class
in other semantic segmentation datasets [16, 30, 55]. In our
dataset, the category ‘others’ actually contains a group
of accurately segmented objects but without specified class
names. As shown by the yellow color in Fig. 1, the masks
of the ‘others’ regions are in rich details. Therefore, they
are treated as a unique class in our training and evaluation.
Statistics Analysis. To better understand the statistics and
advantages of our proposed MaSS13K dataset, we com-
pare it against four popular semantic segmentation datasets,
including COCO-Stuff [30], ADE20K [55], Cityscapes
[12]) and EntitySeg [38], and four datasets used for high-
quality binary segmentation (HQBS), including HRSOD
[52], UHRSD [47], DIS5K [39] and BIG [10]. We com-
prehensively compare these datasets in several important
attributes for high-resolution segmentation tasks, including
dataset size, spatial size, number of categories and mask
complexity. Inspired by [39], we also use the mean isoperi-
metric inequality quotient (mIPQ) [37] metric to measure
the overall complexity of masks in an image: mIPQ =
1

4πn

∑n
i=1

L2
i

Ai
, where Li and Ai denote the mask perime-

ter and the region area for the ith category, and n denotes
the total number of categories in this image.

The statistics are presented in Tab. 1. We can see that our
dataset has a much higher average diagonal length, which
can well represent image resolution, than existing seman-
tic segmentation datasets. Higher resolution allows clearer
and more detailed edges to be discerned. While the HQBS
datasets also have high resolution, our dataset surpasses
them in the number of images and the number of object cat-
egories. In addition, MaSS13K has a very small variance in
image resolution, indicating a more consistent image qual-
ity. In terms of the mIPQ metric, our dataset is 20 times
more complex than the EntitySeg dataset, which is known
for its high-quality annotations. Even compared to the most
finely labeled HQBS dataset DIS5K, our MaSS13K still ex-
ceeds it by a significant margin.

4. High-Resolution Segmentation Model

4.1. Overview of MaSSFormer

Our segmentation model, namely MaSSFormer, is built
upon the architecture of Mask2Former [7], as illustrated in
Fig. 3. The network consists of three main components: a
pixel encoder, a pixel decoder, and a transformer decoder.
Specifically, for an input image I ∈ R3×H×W with height
H and width W , the pixel encoder generates pixel embed-
dings {Fi}4i=1, which are then fed into the pixel decoder
to produce multi-scale mask features {Di}4i=1. Multi-scale
mask features are used to update learnable queries through
the Transformer decoder. The updated queries are then
passed through MLP layers to generate mask embeddings
and class embeddings, which are combined with D1 to pro-

duce the final semantic segmentation results. In this work,
we focus on the design of pixel decoder to accommodate
high-resolution inputs and generate high-quality mask pre-
diction with precise details.

In our pixel decoder, we use SE block with channel-
attention [22] to squeeze the dimension of input pixel em-
beddings {Fi}4i=1 and obtain squeezed features {Si}4i=1 of
resolution {H

k × W
k , k = 4, 8, 16, 32}. There are two key

challenges for high-resolution and accurate semantic seg-
mentation. First, for high-resolution inputs, the receptive
field becomes relatively small, making the aggregation of
high-level semantics difficult. Second, precise object edges
and fine details are difficult to extract accurately. To ad-
dress these challenges, we divide {Si}4i=1 and image I into
two groups: {S2, S3, S4} and {S1, I}, and aggregate these
features with two parallel branches to obtain global seman-
tics and local details, respectively. In the first branch, we
use a Cross Semantic Transmission (CST) module to ag-
gregate global context while generating features with larger
spatial resolution. We further introduce a Receptive Field
Broaden (RFB) module to expand the receptive field while
capturing multi-scale information. In the second branch, we
introduce a Low-level Structure Extraction (LSE) module
to directly capture high-resolution features with details. Fi-
nally, an Edge Guided Fusion (EGF) module is employed to
fuse the outputs of the two branches and efficiently produce
high-resolution features for mask prediction.

4.2. Network Design Details

Global Semantic Branch. As shown in Fig. 3, we design a
CST module to aggregate global semantic information. In-
spired by [2, 54], we apply global average pooling and a
1 × 1 convolution layer on F4, and add it to S4 to enhance
the global context. Then, the context-enhanced features are
fed into a deformable convolution layer with batch normal-
ization and ReLU activation to obtain feature D4, which
contains global semantics but with a small spatial size. In
contrast, S3 shares similar semantics with S4 while offering
higher spatial resolution. We use Cross-Attention to trans-
fer the detailed information from S3 to D4, followed by a
Feed-Forward Network (FFN) FFN(·). To reduce the com-
putational cost, attention is performed within non-overlap
windows. After passing through FFN, Self-Attention is
computed within the window to further enhance semantic
information at higher resolutions. Finally, another FFN is
applied, followed by a deformable convolution to expand
the receptive field. The whole process can be expressed as:

D̂4 = FFN(CAttn(fq(US2(D4)), fk ,v (S3))), (1)

D3 = DCN(FFN(SAttn(fq,k ,v (D̂4)))), (2)

where f{qkv} is linear projection and USn(·) means up-
sampling with factor n. By computing on low-resolution
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Figure 3. Architecture of MaSSFormer. The model architecture is shown on the top left corner, including the image encoder, pixel decoder
and transformer decoder. The detailed structure of the high-resolution pixel decoder is shown on the right of this figure.

features, CST can gather global semantics at a lower com-
putational cost and expand to larger spatial resolutions.

We then up-sample the CST output feature D3 and add
it to S2 before feeding them to the RFB module for higher
resolution semantic features D2:

D2 = RFB(US2(D3) + S2). (3)

As shown in Fig. 3, the RFB module includes 4 parallel
deformable convolution modules with different kernel sizes
[1, 3, 5, 7] and a 1×1 point-wise convolution. What’s more,
RFB can capture multi-scale structure by setting convolu-
tion modules with different kernel size.
Local Structure Branch. Traditional semantic segmen-
tation methods [6, 7, 9] typically do not consider high-
resolution features for computational efficiency, which is
unsuitable for high-resolution semantic segmentation. In
this paper, we design the LSE module to extract low-level
structure information with low computational cost. To gen-
erate high-quality masks, we upsample S1 with resolution
H
4 × H

4 to H
2 × H

2 and incorporate the down-sampled image
to directly capture low-level features. However, the resolu-
tion of H

2 × H
2 results in a quadratic computational burden.

As shown in Fig. 3, we split the input into two sets of fea-
tures with fewer channels, each concatenated with the im-
age to learn distinctive features. We then use spatial atten-
tion [45] to activate and extract low-level structural infor-
mation. Finally, the features are concatenated and passed
through a 1 × 1 convolution to output high-resolution fea-
tures Sdetail.

Edge Guided Fusion. To reduce the cost in fusing low-
level structure features at resolution H

2 × W
2 , we design an

EGF module to efficiently aggregate detailed information.
First, we apply consecutive 1 × 1 convolutions to predict
edges P edge ∈ R1×H×W as follows:

P edge = Conv(CBR(Sdetail +D2)), (4)

where Conv means convolution and CBR means convolu-
tion with batch-norm and ReLU. During training, the edge
detection task forces the network to learn the low-level
structures of the image, allowing Sdetail to receive feed-
back and focus on edge regions. Then we use Sdetail to
refine D2, which can be expressed as:

Drefine
2 = Sigmoid(Sdetail)×D2. (5)

As shown in Fig. 3, after reducing the channels with a 1× 1
convolution, we apply a deformable convolution and restore
the expanded channels with another 1 × 1 convolution. Fi-
nally, a residual connection is used to output high-resolution
features D1. The intermediate features {D2, D3, D4} are
then fed into the transformer decoder.
Loss Function. We adopt the loss of Mask2Former
[7], which includes classification loss Lcls and mask loss
Lmask (a combination of BCE loss and Dice loss). We
assign an extra weight in the mask loss to highlight su-
pervision on edge regions. The weights map for each
target label i can be generated using ground-truth label
by W i = Gi − favg(G

i, k), where favg(., k) is an aver-
aging filter with kernel size k and Gi is the i-th binary
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ground truth label. We assign the weights for the BCE loss
as Lw

BCE = 1
mn

∑n
i

∑m
j lbce(P

i
j , G

i
j)(1 + λW i

j ), where
i, j represent the j-th pixel on the i-th map and λ is a
hyperparameter that adjusts the weight ratio. Addition-
ally, we incorporate an edge detection task in the BCE
loss to supervise the edge prediction results, denoted by
Ledge =

1
n

∑n
i lbce(P

edge
i , Gedge

i ), where Gedge represents
the edges between different semantic regions in the ground
truth. The overall loss function is formulated as:

Ltotal = Lw
BCE + LDice + Lcls + Ledge. (6)

4.3. Segmentation on New Classes

Though our MaSS13K detaset consists of six commonly
used categories and an ‘others’ category, the ‘others’
category actually contains various well segmented but un-
named objects. To fully exploit the precise segmentations
of those objects in our dataset, we present a novel pipeline
to enable MaSSFormer to segment higher-quality masks for
new classes beyong the six predefined categories.

We start with the image training set {Ii}ni=1 and the cor-
responding annotation set for 7 classes {Gj

i}6j=0, where Gj
i

represents the mask of the i-th image in the j-th class, and
{G0} denotes the annotation set for ‘others’. Using ex-
isting semantic segmentation models [25, 40], we can auto-
matically annotate a new class in {Ii}ni=1 to generate a set
of pseudo-labels, denoted by {Ĝ7

i }. By mixing the precise
labels in the MaSS13K dataset and the pseudo-labels, we
obtain a new set of labels to train the model. We then design
a label decoupling strategy, which employs the weighting
scheme described in Sec. 4.2 to treat the labels differently.
Specifically, for the precise labels annotated in MaSS13K,
we emphasize the loss on edges to update the network. For
pseudo-labels, we apply inverse weights to ignore poten-
tially erroneous edge annotations, allowing the network to
focus on learning the main regions of the new classes. The
training loss can be expressed as follows:

Lnew
BCE =

∑1−6

j
(1 + λ1W

j)LBCE(P
j , Gj)+∑0,7

j
(1− λ2W

j)LBCE(P
j , Gj),

(7)

where W j , P j , Gj represent weights map, predicted label
and ground-truth label for the j-th class. In this way, we can
train MaSSFormer to segment new classes one by one.

5. MaSS13K Benchmark
Experiment Settings. We present a comprehensive bench-
marking on our MaSS13K dataset with existing semantic
segmentation models and our MaSSFormer. We split the
13,348 images in MaSS13K into three subsets: MaSS-
train (11,348), MaSS-val (500), and MaSS-test (1,500)

for model training, validation, and testing, respectively.
We select 14 representative and advanced semantic seg-
mentation methods in the evaluation, which can be cate-
gorized into lightweight methods (including STDC2 [18],
BeSeNetV2 [50], PIDNet [49], FeedFormer [41], SegNext
[20], SeaFormer [43] and CGRSeg [36]), FCN-based meth-
ods (including DeepLabv3+ [6], UperNet [46] and OCRNet
[51]), and Transformer-based methods (including Mask-
Former [9], Mask2Former [7], PEM [2] and MPFormer
[53]). We provide two variants of our MaSSFormer: the
baseline version MaSSFormer with ResNet-50 backbone
and the lightweight version MaSSFormer-Lite with ResNet-
18 backbone. We implement MaSSFormer by mmsegmen-
tation [11]. We use 1024 × 1024 crops during training and
use the original resolution during testing for all methods.
For the competing methods, we adopt their default settings
in training on our MaSS13K. More training details of our
MaSSFormer can be found in supplementary materials.

Evaluation Metrics. Besides mIoU, which measures the
overall segmentation accuracy, we use BIoU [8] and bound-
ary F1-score [14] to evaluate the boundary accuracy and
quality for high-resolution semantic segmentation. More
details can be found in the supplementary materials.

5.1. Quantitative Evaluation

Tab. 2 shows the quantitative comparison between the pro-
posed MaSSFormer and previous state-of-the-art seman-
tic segmentation methods. One can see that MaSSFormer
achieves the best results in terms of all the mIoU, BIoU
and BF1 metrics while maintaining relatively low computa-
tional cost and parameter size, demonstrating its effective-
ness and efficiency for high-resolution image segmentation.
It is generally observed that correct segmentation of the
main body is essential for accurate boundary segmentation,
hence BIoU and BF1 tend to improve along with mIoU.
However, some methods, such as FeedFormer and SegNext,
show significant differences (+2.13% on MaSS13K-val) in
BIoU despite having similar (-0.54%) mIoU scores. In addi-
tion, some segmentation errors in details edges and bound-
aries will have a small impact on the overall metrics like
mIoU, but will significantly affect BIoU and BF1 scores,
which can reflect a method’s capability of segmenting ob-
ject details. Our MaSSFormer achieves +0.69% higher in
mIoU and +1.57% higher in BIoU than the second-best
method, respectively, with the same ResNet50 backbone.
Meanwhile, MaSSFormer with ResNet18 backbone also
demonstrates competitive performance for high-resolution
image segmentation, even higher than many networks with
ResNet50 backbone, but with much fewer parameters and
Flops. The results of MaSSFormer on each category can be
found in the supplementary materials.
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Table 2. Quantitative evaluation on MaSS13K validation and test sets. The best and the second-best results are highlighted in bold and in
underlined respectively. FLOPs are all calculated for an input resolution of 4096× 4096.

Method Ori. Backbone MaSS-val(500) MaSS-test(1,500) Model Stat.
mIoU↑ BIoU↑ BF1↑ mIoU↑ BIoU↑ BF1↑ Param FLOPs

STDC2 [18] CVPR21 - 83.08 27.99 .3334 83.76 27.72 .3332 12.30M 564G
BiSeNetv2 [50] IJCV21 - 71.55 25.05 .3182 72.92 24.48 .3171 3.35M 591G
SegNeXt [20] NIPS22 MSCAN-B 87.71 39.93 .4615 88.11 39.45 .4596 27.57M 1536G
PIDNet-L [49] CVPR23 - 82.28 31.30 .3475 81.77 30.70 .3479 37.08M 1653G
FeedFormer [41] AAAI23 lvt 87.17 42.06 .4838 86.56 41.07 .4789 4.65M 300G
SeaFormer-L [43] ICLR23 - 86.78 38.61 .4498 87.36 38.28 .4489 13.95M 303G
CGRSeg-L [36] ECCV24 EFv2-L 81.29 34.48 .4090 81.45 33.95 .4071 35.64M 1536G

DeepLabv3+ [6] ECCV18 R50 86.66 40.08 .4718 85.14 38.65 .4678 41.22M 8008G
UperNet [46] ECCV18 R50 82.03 35.85 .4181 81.98 35.61 .4170 64.04M 11373G
OCRNet [51] ECCV20 R50 86.99 32.68 .3808 83.02 31.33 .3731 36.52M 7352G

MaskFormer [9] NIPS21 R50 83.27 38.61 .4399 83.22 37.90 .4393 41.31M 2396G
Mask2Former [9] CVPR22 R50 88.28 47.40 .5458 88.00 46.13 .5330 44.01M 3123G
MPFormer [53] CVPR23 R50 87.76 47.81 .5513 87.18 47.17 .5486 43.9M 4155G
PEM [2] CVPR24 R50 83.41 40.51 .4675 83.38 39.99 .4644 35.5M 1859G

MaSSFormer-Lite - R18 87.11 45.35 .5137 86.13 43.28 .5086 15.07M 771G
MaSSFormer - R50 88.97 48.97 .5639 88.21 48.39 .5593 37.42M 2036G

Figure 4. Qualitative comparisons of MaSSFormer with other three baseline methods. Please zoom-in for better view.

5.2. Qualitative Evaluation

Fig. 4 presents qualitative comparisons between our MaSS-
Former and three representative methods: Mask2Former,
SegNext, and DeepLabV3+, which have the best overall
mIoU among the competing methods. We can see that the
current methods struggle to distinguish fine details in high-
resolution images, often resulting in blurry, discontinuous,
or even missing segments. While this may have only a small
impact on the mIoU and other metrics, it significantly de-
grades the visual quality and user experience of the seg-
ments. In contrast, our MaSSFormer effectively captures
the details, producing higher-quality segmentation results.

Besides, MaSSFormer demonstrates high precision in var-
ious categories, including meticulous tower structures (top
two rows) and thin branches and lines (bottom two rows).

Real-world Application. High-precision semantic image
segmentation has many practical real-world applications.
For example, mobile photography relies on accurate seg-
mentation of portrait areas to achieve realistic bokeh effects.
As shown in Fig. 5, the bokeh effect generated using the
mask predicted by the model trained on MaSS13K is more
natural and realistic than that by using the model trained on
ADE20K, especially in the areas of the hands and legs. This
demonstrates the importance of high-precision segmenta-
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Figure 5. Comparison of bokeh effects with different masks.
Please zoom-in for a better view.

Table 3. Quantitative evaluation on novel class Car.

Settings Car
mIoU BIoU

Pseudo Label 94.18 20.44
w/o Accurate Label 92.43 22.52
w/o Label Re-weight 83.23 31.81
w Label Re-weight 95.21 35.68

tion, which depends on high-quality and high-resolution
datasets such as MaSS13K.

5.3. Segmentation on New Class

Tab. 3 and Fig. 6 show the segmentation results of MaSS-
Former on a new class, ‘Car’. The pseudo-labels generated
by existing semi-automatic tools achieve high mIoU but
struggle with precise edge segmentation, especially when
the target and surrounding areas are visually similar. Be-
sides, direct training with these pseudo-labels (upper-right
of Fig. 6) does not improve segmentation quality. The bot-
tom two rows of Tab. 3 show the results by mixed training
with precise labels. We see that the model learns to enhance
edge segmentation from precise annotations, improving the
quality of car edges (see the bottom-left of Fig. 6), thus in-
creasing BIoU. However, while the car roof is accurately
segmented, the surrounding regions are mistakenly classi-
fied as the ‘others’ class because the incorrect pseudo-labels
in the edge region can misguide the model training, leading
to a 10.95% decrease in mIoU (see the 3rd row of Tab. 3).
With our re-weighting strategy, we reduce the weight of
mislabeled edges, forcing the network to learn edge-aware
capabilities from accurately labeled categories and new cat-
egory features with higher reliability, thus achieving high-
quality segmentation of new classes. More experiments can
be found in the supplementary materials.

5.4. Ablation Study

We conduct a series of ablation studies to validate the effec-
tiveness of each component of MassFormer.
Global Semantic Aggregation. The top 3 rows in
Tab. 4 demonstrate the effectiveness of our global semantic
branch. By introducing the CST module, the mIoU metric is
improved by 2.57%, indicating that the acquisition of global
semantics can enhance overall precision. Meanwhile, the
increase in computational cost and parameters is slight. By
incorporating the RFB module, the receptive field increases,

Figure 6. Visual results of MaSSFormer on novel class Car.

Table 4. Ablation on MaSS-val dataset.
Exp. CST RFB LSE EGF mIoU BIoU Para FLOPs
#1 85.54 42.69 34.72 1298
#2 ! 88.11 44.42 35.96 1348
#3 ! ! 88.29 45.23 37.32 1692
#4 ! ! ! 88.02 47.36 37.40 1928
#5 ! ! ! ! 88.97 48.97 37.42 2036

leading to a further improvement in mIoU. Compared to
mIoU, there is a more significant increase in BIoU, indicat-
ing that our RFB module effectively fuses high-resolution
features while maintaining semantic accuracy.
Local Detail Extraction and Fusion. Comparing Exps#3
and 4 in Tab. 4, we see that the LSE module significantly
increases the BIoU metric, implying that more low-level de-
tails can enhance the segmentation accuracy of edge bound-
aries. However, there is a slight decrease in mIoU, sug-
gesting that direct fusion of low-level features may mislead
the higher-level semantics. Exp#5 demonstrates that our
designed edge-guided fusion strategy effectively improves
low-level structure and high-level semantic feature fusion,
resulting in an increase in both mIoU and BIoU.

6. Conclusion

In this paper, we proposed MaSS13K and MaSSFormer
for high-resolution semantic segmentation. The MaSS13K
contained 13,348 real-word images at 4K resolution, with
high-quality matting-level annotations in 7 categories.
We then presented MaSSFormer, which efficiently ag-
gregated global semantics and local structure details in
high-resolution scenes, to address the challenges of high-
resolution semantic segmentation. We compared 14 repre-
sentative methods with MaSSFormer on MaSS13K, estab-
lishing a comprehensive benchmark for high-resolution se-
mantic segmentation. Furthermore, we proposed a scheme
to transfer and generalize the fine segmentation capabilities
of MaSSFormer to novel classes beyond the original cat-
egories, further revealing the potential value of MaSS13K
dataset. We hope that MaSS13k can advance the research
on high-resolution and high-quality semantic segmentation.

14053



References
[1] Nicolas Carion, Francisco Massa, Gabriel Synnaeve, Nicolas

Usunier, Alexander Kirillov, and Sergey Zagoruyko. End-to-
end object detection with transformers. In ECCV, 2020. 3
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