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Abstract

Text-to-image (T2I) generation has made significant ad-
vances in recent years, but challenges still remain in the
generation of perceptual artifacts, misalignment with com-
plex prompts, and safety. The prevailing approach to ad-
dress these issues involves collecting human feedback on
generated images, training reward models to estimate hu-
man feedback, and then fine-tuning T2I models based on the
reward models to align them with human preferences. How-
ever, while existing reward fine-tuning methods can produce
images with higher rewards, they may change model behav-
ior in unexpected ways. For example, fine-tuning for one
quality aspect (e.g., safety) may degrade other aspects (e.g.,
prompt alignment), or may lead to reward hacking (e.g.,
finding a way to increase rewards without having the in-
tended effect). In this paper, we propose Focus-N-Fix, the
first region-aware fine-tuning method that trains models to
correct only previously problematic image regions. The re-
sulting fine-tuned model generates images with the same
high-level structure as the original model but shows signifi-
cant improvements in regions where the original model was
deficient in safety (over-sexualization and violence), plausi-
bility, or other criteria. Our experiments demonstrate that
Focus-N-Fix improves these localized quality aspects with
little or no degradation to others and typically impercepti-
ble changes in the rest of the image. Disclaimer: This paper
contains images that may be overly sexual, violent, offensive
or harmful.

1. Introduction
Significant progress has been made in fine-tuning Text-to-
Image (T2I) generative models by learning from human
feedback [11, 55]. Various paradigms have been proposed
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Fine-Tuning with Artifact Reward. Text Prompt: “A stop sign out in the
middle of nowhere.”

SD v1.4
Reward : 0.66

DRaFT [11]
Reward : 0.84

Ours
Reward : 0.92

Artifact Heatmap
from [32]

Fine-Tuning with Safety Reward. Text Prompt: “cyberpunk woman.”

SD v1.4
Reward : -0.92

DRaFT [11]
Reward : -0.01

Ours
Reward : -0.002

Over-Sexualization
Heatmap [19]

Figure 1. Focus-N-Fix applied to reducing artifacts (top) and
reducing over-sexualization (bottom). Each row shows: the
baseline from Stable Diffusion (SD) v1.4 [42], the image after
DRaFT fine-tuning, the one from our region-aware method, Focus-
N-Fix, and a heatmap of problematic regions. Unconstrained fine-
tuning, as in DraFT, can yield entirely different images for the
same prompt as in the STOP sign example (top row) or introduce
artifacts (bottom row). Safety rewards are derived from a classi-
fier [19] predicting explicit content (multiplied by -1), while arti-
fact rewards are based on a plausibility score from human feed-
back [32]. Images are from the test set; heatmaps shown were
unseen during training and not used for inference in Focus-N-Fix.
Some images use a black box to cover sexually explicit regions.
More examples are in Supplementary Material for a better under-
standing of the results of the proposed method and the baselines.

to incorporate preference feedback from humans (RLHF) or
point-wise scores from reward models (RLAIF), including
algorithms like Proximal Policy Optimization [48], Direct
Preference Optimization [40, 50] or Direct Reward Fine-
tuning [11]. These methods can fine-tune models to achieve
higher reward scores but may unexpectedly alter model be-
havior, potentially changing image composition and style.
This can lead to several problems:
• Fine-tuning to improve one quality aspect may degrade
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others (e.g., reducing over-sexualization can introduce
misalignment or artifacts, as in Figs. 1 and 3), and of-
ten cause catastrophic forgetting issues (e.g., the gener-
ative models may lose capacities like spatial positioning
or counting after fine-tuning to reduce over-sexual con-
tent, as shown in Figs. 5 and 15-17 in supplementary),
which compromises overall model quality, often posing a
significant obstacle to deployment.

• Since fine-tuned models may explore new solution spaces
that optimize for higher rewards, they may engage in
“reward-hacking” [52, 61], producing images (often out-
of-distribution) that increase reward model scores but fail
to meet the intended qualitative goal of enhancing the tar-
get quality aspect, as shown in the first example in Fig. 1.

• Reward-based fine-tuning and other alignment techniques
are often intended to capture specific niche behaviors or
capabilities (e.g. reducing over-sexualization, prevent-
ing spurious watermark generation). Tuning with coarse-
grained scalar rewards as feedback often cannot make
the intended localized changes in model behavior with-
out drastic, unexpected changes elsewhere.
To address the issues above, we propose a region-aware

reward fine-tuning method for T2I generative models called
Focus-N-Fix. This method focuses on correcting only the
problematic regions of a generated image, in contrast to
previous methods that globally optimize for higher image-
level rewards. Like most existing fine-tuning approaches,
our method leverages a score-based reward model to mea-
sure the quality of the generated image; however, it also in-
corporates localization methods to highlight the regions of
the image that require improvement (i.e., contribute to the
lower reward). Localization information can be obtained
in several ways: 1) from heatmap/mask prediction models
that identify artifacts and misalignment regions as demon-
strated in recent work [32, 59], or 2) by bootstrapping from
saliency maps on simple scalar reward models [47]. Our
approach ensures that the model makes targeted improve-
ments to problematic image regions, while keeping pixels
outside those regions as unchanged as possible during fine-
tuning. This allows for more controlled model improvement
and has a high win rate over the base diffusion model on a
desired quality aspect (such as safety or artifact reduction)
after fine-tuning, with little to no degradation on other as-
pects (such as prompt alignment). Notably, the locations of
problematic regions are only needed during the fine-tuning
phase. After fine-tuning, inference is performed with a stan-
dard forward pass of the fine-tuned model without extra in-
puts (e.g., heatmap) or computation.

Experimental results show that our method generalizes
to multiple image quality aspects that can be localized, in-
cluding artifacts (i.e., unintended visual anomalies), safety
issues such as over-sexualization and violence (i.e., sexually
explicit or violent content not specified in the prompt), and

localizable text-image misalignment (i.e., unfaithfulness of
the generated images with respect to the textual prompt.)
cases. Since pre- and post-fine-tuning images are compo-
sitionally and stylistically similar, we can visualize and ro-
bustly evaluate the quality improvements from our method.
In summary, the contributions of this paper are:
• We propose a region-aware fine-tuning method for T2I

models, called Focus-N-Fix , that corrects specific prob-
lematic regions while keeping other areas largely un-
changed. After fine-tuning, inference requires only a
standard forward pass with the updated model to gener-
ate improved images.

• We demonstrate that Focus-N-Fix can fine-tune T2I mod-
els to improve specific image qualities (e.g., reducing ar-
tifacts) with minimal impact on other image quality as-
pects, supported by extensive qualitative and human study
results that highlight the effectiveness of our approach.

• We explore methods to localize problematic regions, such
as using rich human feedback models or attention maps
from reward models/classifiers.

2. Related Work
Text-to-Image Generation. T2I generation aims to
generate images conditioned on textual prompts. Recently,
diffusion models [12, 23, 42, 43] have attracted extensive
attention for their effectiveness in image generation. De-
spite remarkable progress, existing T2I models still suffer
from generated artifacts and struggle to follow textual
prompts faithfully [32]. Furthermore, safety issues such
as over-sexualization [20], when a model outputs much
more sexualized images compared to the prompt, are
drawing increased attention as they may hinder the wider
application of generative models. Our proposed region-
aware adaptation method enhances specific attributes
while preserving the strong performance of the pre-trained
model. A concurrent work [9] proposes a method for
controlled generation. Although there are similarities, the
differences are substantial. While [9] uses layout cues to
guide generation, Focus-N-Fix fine-tunes generative models
to address issues such as artifacts. Focus-N-Fix uses region
masks only during fine-tuning, unlike their method, which
requires them during inference and alters the conventional
diffusion process.

Learning from Human Feedback/Preferences. To
align generative models with human preferences, recent
works use feedback to improve models [38, 40]. Preference
data is collected by asking annotators to choose or rank
generated images [27, 53, 55], which is then used to train
a reward model to predict image quality. Methods for
adapting T2I models with human feedback include reward
guidance [4], reinforcement learning [6, 14, 15, 50], and
fine-tuning [30, 54]. DRaFT [11] fine-tunes diffusion
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models by using gradients from differentiable reward
models. However, previous methods represent human
feedback as scores and do not use fine-grained localization
information. They do not constrain the model from seeking
entirely different solutions and may degrade other quality
aspects when optimizing one aspect. Although some recent
works attempt to combine multiple reward scores for
fine-tuning [18, 31], there may still be conflicts between
them that make it difficult to maintain image quality
across all aspects. Moreover, even if multiple rewards can
be improved simultaneously in some cases, new images
with drastic changes will be generated compared to the
pre-trained model.

Concept Erasure. Concept erasure is another method for
adapting model behavior, which aims to remove repre-
sentations of a specific concept or topic. Various concept
erasure techniques have been applied to diffusion models,
including editing model weights [17, 29], re-steering
attention [58], modifying image distributions [29], and
using classifier-free guidance [16, 45]. Concept erasure is
often used in responsibility and safety contexts to prevent
the generation of NSFW images. T2I models are known
to produce unsafe [5, 13, 19] and oversexualized content
even when users do not explicitly prompt the model to do
so [20]. By removing learned unsafe concepts, concept
erasure can lead to safer outputs for users. However, this
method also risks erasing unrelated safe concepts, which
may lead to forgetting [35]. Gandikota et al. [17] proposed
a method for targeted concept erasure that aims to preserve
non-targeted concepts within an image. However, while
their approach successfully maintains the presence of these
non-targeted concepts, it does not explicitly address the
preservation of image regions not directly indicated by
a heatmap. Focus-N-Fix method offers a mechanism to
ensure the integrity of non-targeted regions in the image.

Image Editing. Image editing is a related method for
manipulating specific regions in generated images. Seminal
works on image editing show high fidelity in following
textual editing instructions [7, 26], where users can interact
with T2I models using natural language. Another approach
uses localized editing, allowing users to provide a mask
indicating areas for modification [2, 37]. However, unlike
image editing, a post-hoc manipulation that doesn’t im-
prove the generative model, our method focuses on directly
improving T2I generation models. The fine-tuned model
generates images with corrected regions without the need
for additional editing, offering an integrated solution.

3. Method
This section presents Focus-N-Fix, a novel method that uses
localization information to refine generated images. Rather

than optimizing the model for higher rewards across the en-
tire image, we propose a region-aware fine-tuning strategy
that explicitly addresses problematic areas while minimally
affecting others, ensuring the model fixes issues within its
existing solution space rather than searching for new solu-
tions. Our fine-tuning method is safe and effective, and its
improvements to T2I models are clear and measurable. We
start with preliminaries and then introduce our method for
targeted region-aware enhancement in T2I generation.

3.1. Preliminaries
Direct Reward Fine-Tuning. DRaFT [11] directly fine-
tunes diffusion models [23] on differentiable reward func-
tions by backpropagating through diffusion sampling.
Specifically, for T2I generation tasks conditioned on tex-
tual prompts c ⇠ pc, diffusion models gradually remove
noise over T timesteps starting from a noise distribution
xT ⇠ N (0, I) to predict a clean image x0. Denote the sam-
pling process from time t = T ! 0 as sample(✓, c,xT ).
With a differentiable reward function r, DRaFT fine-tunes
the diffusion model, parameterized by ✓, to maximize the
reward of generated images during sampling:

max
✓

Ec⇠pc,xT⇠N (0,I) [r(sample(✓, c,xT ), c)] (1)

DRaFT computes the gradient of the reward function
r✓r(sample(✓, c,xT ), c), by backpropagating through
the sampling chain; a variant called DRaFT-K reduces
computational costs by truncating backprop through only
the last K sampling steps.

Low-Rank Adaptation (LoRA). LoRA [24] is an ef-
ficient fine-tuning strategy that significantly reduces the
computation costs. Instead of updating all the model
parameters, it decomposes the adaptation to the model
weights into two low-rank matrices. Suppose the orig-
inal pre-trained model weights are W0 2 Rd⇥k, the
model update is constrained by a low-rank decomposition
W0+�W = W0+AB where A 2 Rd⇥r and B 2 Rr⇥k,
r ⌧ min(d, k) represents the rank of �W. W0 remains
fixed during training, only A and B are updated. In this
way, the number of trainable parameters to optimize are
greatly reduced. The modified forward pass for an input
vector z is: h = W0z+�Wz = W0z+ABz.

3.2. Focus-N-Fix: Region-Aware Fine-tuning
Our proposed region-aware fine-tuning strategy preserves
the main structure of the generated images from the pre-
trained generative model and applies targeted corrections to
the unsatisfactory regions. Fig. 2 presents an overview of
the proposed method. We incorporate localization informa-
tion about the problematic regions of the generated images,
which is different from previous methods that fine-tune the

18488



Regional Constraint
Problematic

Region

Fine-Tuned

Pre-Trained

Reward
An analog wall 

clock

Fine-Tuning ObjectivePrompt

Initial Noise

Sample

Forward path Backprop

LoRA
Params

Pre-Trained
Params

Figure 2. Focus-N-Fix for region-aware fine-tuning. Given a prompt c and initial noise sample xT ⇠ N (0, I), we sample image Î0
from the pre-trained model with parameters ✓0 and image Î from the fine-tuned model with parameters ✓. Problematic regions in Î0 are
identified yielding mask M(Î0). During fine-tuning, we maximize reward r(Î , c) by modifying masked regions while keeping other areas
mostly unchanged, using regional constraint term k(1�M(Î0))� (Î � Î0)kF to penalize changes outside the mask. Inference requires
only one forward pass with the fine-tuned model. Focus-N-Fix builds on DRaFT [11], updating only LoRA parameters during fine-tuning.

model solely towards rewards reflecting global image qual-
ity aspects. Instead of optimizing solely for higher rewards,
we add a regional constraint to the objective, aiming to
maintain the majority of the original solution. Denote the
pre-trained model parameters as ✓0 and the updated model
parameters as ✓ = ✓0 +�✓. Focus-N-Fix generates a ref-
erence image Î0 using the pre-trained model conditioned
on prompt c, Î0 = sample(✓0, c,xT ), and generates an
image Î from the updated model given the same prompt,
Î = sample(✓, c,xT ). We aim to optimize the model pa-
rameters ✓ such that Î surpasses Î0 on the originally prob-
lematic regions to achieve higher scores from the reward
function r, while minimizing changes to other regions. Sup-
pose a function M(·) predicts a mask that highlights the
problematic regions of an image; we introduce a regional
constraint to the previous objective function (Eq. 1):

max
✓

Ec⇠pc,xT⇠N (0,I)

h
r(Î , c)� � k(1�M(Î0))� (Î0 � Î)kF| {z }

Regional constraint

i

(2)

Here, � is a hyperparameter that controls the strength of the
regional constraint, � denotes the Hadamard product, and
k · kF denotes the Frobenius norm. M(·) can be a reward
model that directly predicts heatmaps or masks of the prob-
lematic regions on the generated images such as in [32]. Al-
ternatively, it can be derived by applying a gradient-based
saliency map to score-only reward models, which maps the
gradient of the reward scores to specific regions on the im-
age [46]. If the direct outputs are heatmaps, we can convert
them into binary masks by applying thresholds. Pixels be-
low the threshold are discarded, and dilation is applied to
the masks to slightly relax the restriction on the modified
region. The complete process is detailed in Algorithm 1.

During fine-tuning, we calculate the gradient of the re-
ward function and optimize the diffusion model parame-
ters ✓ towards the objective function. The region prediction

function M(·) is only used for producing the region mask
and does not calculate gradients. In this work, we fine-tune
the model only by updating the LoRA parameters using the
objective function in Eq. 2. The proposed method also gen-
eralizes to cases where all model parameters are updated
or other fine-tuning algorithms are used. The inference is
performed using a standard forward pass of the fine-tuned
model without extra inputs (e.g., heatmap) or computation.
Our proposed method can be applied to T2I generation qual-
ity aspects that can be localized on the image.

Algorithm 1 Region-aware Fine-tuning
1: Input: Pre-trained model parameters ✓0, prompts c,

reward r, region function M
2: Hyperparameters: Learning rate ⌘, regional con-

straint weight �
3: Output: Optimized model parameters ✓
4: Initialize model parameters ✓  ✓0

5: while not converged do
6: Sample latent noise: xT ⇠ N (0, I)
7: Reference image: Î0 = sample(✓0, c,xT )
8: Predict problematic region: M(Î0)
9: Generated image: Î = sample(✓, c,xT )

10: Compute reward score: r(Î , c)
11: J(✓) = r(Î , c)� � · k(1�M(Î0))� (Î0 � Î)kF
12: Update model parameters: ✓  ✓ + ⌘ ·r✓J(✓)
13: end while
14: Return Optimized model parameters ✓

4. Experiments
4.1. Reward Models
As discussed in Section 3.2, our method is adaptable to vari-
ous reward models, provided the assessed image quality can
be localized within the image. We demonstrate this versa-
tility by focusing on artifact reduction and mitigating over-
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Text Prompt: “Anthropomorphised female fox wearing a one-piece swimsuit. Pencil sketch.”

SD v1.4 SLD RG RG + RC DRaFT Focus-N-Fix (Ours)

Text Prompt: “Person on a tropical vacation.”

SD v1.4 SLD RG RG + RC DRaFT Focus-N-Fix (Ours)

Figure 3. Safety (Over-Sexualization) Qualitative Comparisons. Left to Right: Stable Diffusion v1.4 (SD v1.4), Safe Latent Diffusion
(SLD), Reward Guidance (RG), Reward Guidance with Regional Constraints (RG + RC), DraFT, Focus-N-Fix (Ours). A black box was
used in some images to to cover sexually explicit regions to limit harm to readers.

Text Prompt: “A power drill.” Artifacts: Unusual object shape (the drill is merged to another object).

SD v1.4 RG RG + RC DRaFT Focus-N-Fix (Ours)

Text Prompt: “A painting of Kermit the Frog as a Catholic pope by Michelangelo Merisi da Caravaggio.” Artifacts: Distorted Fingers.

SD v1.4 RG RG + RC DRaFT Focus-N-Fix (Ours)

Figure 4. Artifact Qualitative Comparisons. Left to Right: Stable Diffusion v1.4, Reward Guidance (RG), Reward Guidance with
Regional Constraints (RG + RC), DraFT, Focus-N-Fix (Ours).

sexualized content. We also include examples showing re-
duced violent elements and corrected text-image misalign-
ments.

For artifacts and text-image misalignment, we use a re-
ward model that predicts scores and generates heatmaps
indicating problematic regions [32]. To detect over-
sexualized and violent content, we apply CNN-based clas-
sifiers similar to those in [19], using gradient-based saliency
maps [47] to generate heatmaps. Gaussian smoothing (ker-
nel size 16, sigma 4) is applied for spatial coherence. The
experiments on the gradient-based saliency maps from sim-
ple classifiers indicate that our proposed method can be ap-
plied with low cost (without extra data and model like [32]

to predict heatmaps) and are widely applicable for many
other cases where only classifier/score-based reward mod-
els are available. We extract problematic masks from the
heatmaps by filtering the main connected regions and ap-
plying dilation to relax region constraints.

4.2. Baselines
We conducted a benchmark study to assess our method’s
effectiveness, comparing it with established methods that
aim to improve T2I generations. The benchmarking exper-
iments compared our approach to DRaFT fine-tuning [11]
(without region constraints) and Reward Guidance [4].
For experiments on safety (over-sexualization), we include
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Safe Latent Diffusion (SLD) [45], a popular method
for improving safety in T2I generations. While various
methods have explored enhancing T2I models, we believe
this work is the first to address region-based refinement
specifically. To create a region-aware baseline, we adapt
the existing reward guidance technique, as discussed next.

4.2.1. Reward Guidance with region constraints
Reward guidance [4, 10] influences the output of diffusion
models by adjusting the sampling process with a guidance
function. We extend this technique to incorporate region-
specific information for more localized modifications. At
each denoising step t, the model predicts and removes the
noise distribution ✏✓(xt, c, t) to gradually obtain the clean
image. With a differentiable reward function r, the denois-
ing process can be guided by replacing ✏✓(xt, c, t) with:

✏̂✓(xt, c, t) = ✏✓(xt, c, t) + �
p

1� �trxtr(xt)�M(xt)
(3)

where {�t}Tt=1 are per-timestep scaling factors and � con-
trols the magnitude of the guidance. M(xt) ensures modi-
fications only apply to problematic regions. In practice, we
use gradient clipping to prevent overly large changes which
may cause distortions. We resize M(xt) to match the Sta-
ble Diffusion latent space scale, following prior work [62].

4.3. Implementation Details
Datasets. For artifact reduction experiments, we fine-tune
the model using the HPDv2 [53] training set and eval-
uate with prompts from the HPDv2 evaluation set and
PartiPrompts [57]. When fine-tuning the model to reduce
over-sexualization, we use a dataset of 50k neutral prompts
that elicit over-sexualization derived from PaLI captions of
a subset of WeLI images [8]. To assess over-sexualization,
we curate a set of neutral, non-sexual seeking prompts
that tend to produce over-sexualized outputs when used
with Stable Diffusion (SD) v1.4 [42] (e.g., “A statue of a
mermaid” generating nude female torsos). These prompts
were sourced through internal red-teaming efforts and from
dog food user data aimed at testing generative models.

Experimental Settings. Our primary experiments utilize
SD v1.4 [42]. We chose this model for its wide use and
open availability, aiding reproducibility and comparison.
Version 1.4 was selected due to its tendency to produce
unsafe images from neutral prompts, making it a suitable
baseline for demonstrating reductions in over-sexualization.
We fine-tune the model using LoRA parameters with a rank
of 64 and truncate the backpropagation in the sampling
chain to the last two steps. More details about the parameter
settings of our method and the baseline methods are in
Appendix B.

4.4. Experiment results
4.4.1. Qualitative Results
To demonstrate the effectiveness of our approach, we
first present several qualitative examples for our proposed
method, compared to other baselines. Figs. 3 and 4 show
images generated before and after fine-tuning the model
with the sexually explicit reward and artifact reward, re-
spectively. Unlike global fine-tuning, Focus-N-Fix targets
only problematic regions and largely remains within the
original solution space, producing images that are generally
similar to the base model’s generations. We note that dur-
ing inference, Focus-N-Fix does not need heatmaps to detect
problematic regions (more discussion on this in Appendix
E). Our proposed method provides a stable and precise im-
provement toward human preferences, fixing relevant as-
pects of the image without compromising the model’s orig-
inal generative capabilities. As a comparison, we show
that baseline methods DRaFT and SLD often resort to sig-
nificant image alteration - degrading other quality aspects
such as introducing new artifacts (Fig. 3 bottom row, SLD
produces a warped arm) or reducing text-image alignment
(top row, SLD generates a human and DRaFT generates
a bikini). Furthermore, baseline methods such as reward
guidance (RG) struggle to produce meaningful changes to
improve safety while reward guidance with regional con-
straint (RG + RC) as described in section 4.2.1 offers some
improvements, although not consistently. We also provide a
comparison between Focus-N-Fix and a widely used con-
cept editing method in Appendix H. Additionally, when
fine-tuned to reduce artifacts (as shown in Fig. 4), DRaFT
may engage in “reward hacking” behavior by altering im-
age structure to avoid artifacts rather than targeting the spe-
cific artifact regions (i.e., changing the shape of the drill
and introducing hands). Additional results are provided in
Appendix F.

4.4.2. Human Evaluation
Quantitative analysis was conducted using data from
human evaluations to compare various quality attributes
of image generation between our method and baselines
relative to pre-trained SD v1.4. Evaluations focused on two
reward models: over-sexualization (safety) and artifacts. In
each experiment, human feedback was collected on both
the targeted quality attribute (same as the reward model)
and other quality factors to ensure our method did not
degrade them.

Subjective Experiment Details. Human evaluations
were conducted using 100 sampled prompts from the
HPDv2 and PartiPrompt sets for the artifact experiments
and another 100 prompts from an internal evaluation set for
the over-sexualization (safety) experiment, all performed
on Prolific, a reliable crowdsourcing platform. The prompts
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Reward Model (Target Quality) Over-Sexualization (Safety) Artifact

Method / Human Preference Safety
Score(↑)

Artifact Score
(↑)

T2I Alignment
Score (↑)

Min (Artifact, T2I
Alignment) Score (↑)

Artifact Score
(↑)

T2I Alignment
Score (↑)

Safe Latent Diffusion 0.439 0.092 -0.081 -0.149 - -
Reward Guidance 0.309 -0.026 -0.058 -0.187 0.017 -0.060

Reward Guidance + RC 0.297 0.032 -0.072 -0.155 0.019 0.003
DRaFT 0.361 -0.097 -0.146 -0.295 0.207 0.012

Focus-N-Fix (DRaFT + RC) 0.479 0.042 0.004 -0.085 0.294 0.100

Table 1. Human Preference Score for each method used to improve images generated from Stable Diffusion v1.4. Safety, Artifact, and
T2I Alignment Scores are calculated by averaging the corresponding MOS across 100 prompts. The combined artifact and T2I alignment
score is calculated by averaging the per-prompt minimum of artifact and T2I MOS across 100 prompts. RC denotes region constraints.

for the over-sexualization experiment were selected to
ensure that SD v1.4 generated overly sexualized images,
while the prompts for the artifact experiments were chosen
because the pre-trained SD v1.4 produced images with
obvious perceptual artifacts. Each prompt was assessed
by 11 annotators, evaluating (a) safety, artifacts, and T2I
alignment for over-sexualization experiments and (b)
artifacts and T2I alignment for artifact experiments (Safety
is excluded as they will be triggered rarely with the Artifact
prompt set used in human evaluations). Annotators rated
the evaluated method as preferred (+1), comparable (0), or
not preferred (-1) relative to pre-trained SD v1.4.

Subjective Data Analysis. We employ two analysis
methods using the collected data: score-based analysis
(described below) and vote-based analysis (detailed in
Appendix F.3). Mean Opinion Score (MOS) for each
prompt and quality attribute was averaged from responses
by 11 annotators, with scores ranging from -1 to 1. Scores
near 0 indicate an equal preference between the evaluated
method and pre-trained SD v1.4, while scores close to 1 or
-1 favor the evaluated method or the pre-trained model, re-
spectively. Preference scores for each quality attribute were
obtained by averaging the MOS values across 100 prompts.
All methods reduced over-sexualization when fine-tuned
with the over-sexualization reward model compared to SD
v1.4. Focus-N-Fix had the highest preference score (0.479),
followed by SLD (0.439) and DRaFT (0.361). While SLD
had the least amount of artifacts (highest artifact score of
0.092), it also exhibited a poor T2I alignment preference
score (-0.081), primarily due to significant changes in the
images compared to the pre-trained SD v1.4 output. In
contrast, Focus-N-Fix maintains similar T2I alignment
(0.004) and artifacts (0.042) relative to the pre-trained
model. To capture the combined effect on artifacts and T2I
alignment, we calculated a metric based on the minimum
of their MOS for each prompt, quantifying degradation
in either area. Focus-N-Fix achieved the highest score
(-0.085), followed by SLD (-0.149). In summary, Focus-N-
Fix demonstrated the greatest improvement in safety while
minimizing degradation in other quality aspects. When
using the artifact reward model, our method achieved
the greatest improvement in artifact scores (0.294) while

enhancing alignment. The improvement in T2I alignment
is mainly due to prompts involving text rendering, where
fixing text artifacts enhanced alignment.

4.5. Avoiding catastrophic forgetting

Fine-tuning a model for a specific objective, like safety,
risks performance degradation on other critical aspects,
such as alignment (even on prompts that may not trigger
safety issues). This catastrophic forgetting phenomenon [1]
can occur when the fine-tuned model “forgets” information
learned during training of the base model. To assess the
extent of forgetting in different alignment challenge cate-
gories, we generated images using PartiPrompts (4 images
per prompt for 1632 prompts) for the safety fine-tuned mod-
els to prevent over-sexualization used in human evaluation:
DRaFT, Focus-N-Fix, and base model SD v1.4. We then
computed alignment VNLI scores to assess various text-
image alignment challenges such as positioning, quantity
(counting), etc. [56]. The VNLI alignment score for each
fine-tuned model was subtracted from the base model (base-
line), and a t-test was performed on the subtracted scores to
check for significant differences in alignment compared to
the base model for each fine-tuned model. Fig. 5 shows
the mean difference of the VNLI scores across different
“challenge” categories in PartiPrompts. Focus-N-Fix has
significantly less degradation in alignment score compared
to DRaFT for challenge categories: basic, perspective, and
properties & positioning, indicating better retention of the
pre-trained model’s knowledge. Appendix F.5 shows gen-
erated example images in these categories.

4.6. Other quality aspects as reward

Additional experiments are performed to show the gener-
alizability of Focus-N-Fix in enhancing other aspects, like
violence and T2I alignment, as shown in Fig. 6. More ex-
amples of mitigating violence are in Appendix F.4. The sec-
ond row in Fig. 6 shows our approach mitigating some text-
image misalignment issues, using misalignment score (as
the reward) and heatmap predicted from [32] during fine-
tuning. However, predicting misalignment regions, such
as missing prompt objects, can be challenging, so our ap-
proach may only apply to certain T2I misalignment issues.
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Figure 5. Mean difference in VNLI score between safety (over-
sexualization) fine-tuned models and baseline (SD v1.4) for each
“challenge” category of PartiPrompts. T-tests were performed
within each “challenge” category and significance is denoted by
* (p < 0.05)

Text Prompt: “Portrait of a beautiful cyberpunk zombie werewolf
made of kale, painting”

SD v1.4 Focus-N-Fix (Ours) Violence Heatmap
Text Prompt: “A pear in a robot’s hand”

SD v1.4 Focus-N-Fix (Ours) Alignment Heatmap

Figure 6. More Applications of Focus-N-Fix. Mitigating
violence (top) and T2I misalignment (bottom).

Text Prompt: “Beautiful asian man”

SDXL Focus-N-Fix (Ours)
Text Prompt: “A woman by the pool, 4k, concept art, detail, full

color, 2d animation, anime style”

SDXL Focus-N-Fix (Ours)

Figure 7. Generalization to other T2I Models. Reducing
Over-Sexualization in SDXL using Focus-N-Fix.

4.7. Generalization to other T2I models
Focus-N-Fix, can be extended to other T2I generation mod-
els. In Fig 7, we show results of Focus-N-Fix applied to
SDXL [39] for reducing over-sexualization. We also pro-
vide quantitative results using automated metrics in Ta-

Reward Model : Safety Full Evaluation Set (100 prompts)

Method/Metrics � Safety
Reward (")

PSNR
(")

SSIM
(")

LPIPS
(#)

� VNLI
Score (")

SDXL vs DraFT 0.33 12.40 0.44 0.66 -0.031
SDXL vs Focus-N-Fix 0.21 20.92 0.76 0.33 0.013

Table 2. Objective comparison of Focus-N-Fix vs DraFT (SDXL).

ble 2, comparing Focus-N-Fix with DraFT. Since SDXL
exhibits significantly fewer over-sexualization issues com-
pared to SD v1.4 and generates safer images, average statis-
tics across the entire evaluation dataset may not reflect the
comparative performance of Focus-n-Fix and DraFT. To ad-
dress this, we selected 100 prompts out of 419 with moder-
ate to high over-sexualization issues. While DraFT shows
a higher safety reward score, it alters the images more, as
indicated by lower PSNR, SSIM, and higher LPIPS scores.
This also leads to poorer text-to-image alignment, with sig-
nificantly lower VNLI scores compared to Focus-n-Fix In
Appendix G, we show more results of Focus-N-Fix applied
to SDXL and gLDM, an internal implementation of a LDM
[41]. We also analyze catastrophic forgetting in SDXL
(fine-tuned with the safety reward), comparing DraFT and
Focus-N-Fix on the PartiPrompt set in Appendix F.5.

5. Discussion
Non-Localizable quality aspects and sequential fine-
tuning. Quality aspects, like aesthetics or style (and some
misalignment cases), are image-level and cannot be local-
ized. To enhance global quality aspects, we can set the mask
to an all-ones matrix, reverting to conventional DRaFT. This
enables improving the global quality, followed by using
Focus-N-Fix to refine local quality aspects, such as arti-
facts. Since our method preserves global content while re-
fining locally, improvements from the first step are largely
retained. Sequential fine-tuning can address local issues,
like reducing overly sexual content followed by artifact re-
duction.

6. Conclusion
We introduced a region-aware fine-tuning approach for T2I
models that uses localization to make targeted improve-
ments while preserving the structure of images from the
original pre-trained model. We applied our method to ad-
dress multiple image quality aspects, including artifacts,
T2I misalignment, and safety issues like over-sexualization
and violence. The experimental results demonstrate that
Focus-N-Fix can effectively improve one quality aspect,
with no or little degradation to other aspects. The proposed
approach can be generalized to various reward models mea-
suring different aspects of image quality, and it does not
necessarily depend on dense reward models trained to pre-
dict regions. Most experiments in the current paper use
SD v1.4 with DRaFT fine-tuning. Future work will extend
Focus-N-Fix to more T2I models and fine-tuning methods.
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