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Abstract

Out-of-distribution (OOD) detection remains challenging
for deep learning models, particularly when test-time OOD
samples differ significantly from training outliers. We pro-
pose OODD, a novel test-time OOD detection method
that dynamically maintains and updates an OOD dictio-
nary without fine-tuning. Our approach leverages a pri-
ority queue-based dictionary that accumulates represen-
tative OOD features during testing, combined with an in-
formative inlier sampling strategy for in-distribution (ID)
samples. To ensure stable performance during early test-
ing, we propose a dual OOD stabilization mechanism that
leverages strategically generated outliers derived from ID
data. To our best knowledge, extensive experiments on the
OpenOOD benchmark demonstrate that OODD significantly
outperforms existing methods, achieving a 26.0% improve-
ment in FPR95 on CIFAR-100 Far OOD detection com-
pared to the state-of-the-art approach. Furthermore, we
present an optimized variant of the KNN-based OOD de-
tection framework that achieves a 3x speedup while main-
taining detection performance. Our code is available at
https://github.com/zxk1212/OODD.

1. Introduction
Deep learning has demonstrated impressive capabilities but
often exhibits unpredictable behavior when faced with un-
known situations, such as receiving data unrelated to its
training tasks. What’s worse, the model tends to incorrectly
classify unknown out-of-distribution (OOD) data into one of
the in-distribution (ID) classes with high confidence [10, 26].
Existing solutions in OOD detection areas can be broadly
categorized into three main types: (i) post-hoc methods, (ii)
fine-tuning methods, and (iii) test-time calibrated methods.

Post-hoc methods typically design an OOD score function
to analyze model outputs (e.g., logits), features, or layer-wise

*Nanyang Ye is the corresponding author.

Figure 1. Before calibration, we dynamically feed the lower tail
of the OOD score distribution into an OOD dictionary through a
priority queue and then use this dictionary to calibrate the OOD
scores.

statistics [7, 13, 21–23, 31]. During inference, these meth-
ods discriminate between ID and OOD samples based on the
OOD scores of test samples. In contrast, fine-tuning methods
[4, 14, 37, 41] require fine-tuning the model that has been
pre-trained on ID data, using a combination of an auxiliary
dataset with outliers and ID samples. These methods are
often called outlier exposure (OE) based methods, aiming to
make the classifier outputs more uniformly distributed when
exposed to outliers. However, when the test-time OOD sam-
ples differ significantly from the training outliers, the model
may still assign high confidence to test-time OOD samples
[35]. While recent works [1, 8, 36] attempt to calibrate OOD
detection during test time, their batch-wise parameter up-
dates can lead to catastrophic forgetting, unstable detection
performance, and even impact ID classification. We consider
that the key to test-time OOD detection is utilizing the la-
tent OOD features. Particularly in the medical field, when
dealing with unknown diseases during the early stages of an
epidemic, there is an urgent need to specifically collect the
features of these unknown diseases [9].

Given this, we propose a method called OODD (test-time
Out-Of-Distribution detection with dynamic Dictionary),
which does not impose any burden during the training phase,
nor does it require optimization or fine-tuning at test time.
It only requires the addition of a dynamic OOD dictionary
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managed by a priority queue, enabling calibration at test
time with just a single matrix multiplication with the keys
in the OOD dictionary. The intuition behind our method
is illustrated in Figure 1. Specifically, based on the OOD
scores at test time, we collect features of OOD samples in
real time, focusing on those with lower scores in the left tail
of the OOD score distribution. These features are then stored
in the dynamic OOD dictionary by a priority queue. During
testing, we calculate the similarity between the features of
the test sample and the features stored in the dynamic OOD
dictionary. Then, according to the similarity between the
sample’s feature and the features stored in the dynamic OOD
dictionary, we can adaptively calibrate the OOD score. Ad-
ditionally, by using a priority queue to manage the features
in the OOD dictionary, our approach mitigates catastrophic
forgetting and detection fluctuation in other methods by up-
dating parameters with minibatches. Notably, we designed
a strategy to initialize this priority queue with outliers gen-
erated from the training ID data, alleviating the detection
fluctuations caused by inaccurate estimates during the early
testing phase. To evaluate the effectiveness of our method,
we conducted comprehensive experiments on the OpenOOD
benchmark [38], which is one of the authoritative platforms
for testing OOD detection methods.

Extensive experiments confirm that our method can ef-
fectively calibrate the OOD score during testing. Compared
to the most relevant baseline TULIP [1], our method sig-
nificantly improves the FPR95 from 58.17% to 24.74% on
CIFAR-100 Far OOD. Our key contributions are as follows:
• We propose a novel test-time OOD detection method

based on a dynamic OOD dictionary. Unlike previous
approaches, it doesn’t require prior outlier samples from
auxiliary datasets. Additionally, we devise a specific ini-
tialization for the OOD dictionary to alleviate the initial
test-time fluctuations.

• Our approach achieves state-of-the-art performance on
the OpenOOD benchmark, surpassing current baselines.
Moreover, it demonstrates strong complementarity with
existing post-hoc methods, effectively enhancing their per-
formance when used in combination.

• To optimize computational efficiency, we use cosine simi-
larity to replace the Euclidean distance used in KNN-based
OOD detection methods without comprising performance.
We provide a rigorous theoretical analysis establishing
the relationship between these distance metrics and jus-
tify their equivalence in discriminative ability for OOD
detection.

2. Related Works
Learning from auxiliary data. According to auxiliary data
type, learning from auxiliary data methods can be classified
into two categories: active learning and outlier exposure. In
the first category, Scone [2] addresses OOD detection by uti-

lizing auxiliary data consisting of a mixture of ID and OOD
samples. They assign pseudo-labels to this auxiliary data,
enabling the model to adapt to these pseudo-labeled samples.
Other notable works in this category include AL-OOD [28],
DUL [39]. The second category, known as Outlier Exposure
(OE) [14], uses auxiliary data where the class space usually
does not overlap with ID or test-time OOD samples. By
leveraging such data, the aim is to make the model more
robust against test-time OOD samples [4, 14, 37, 41].
Test-Time Adaptation. Test-time adaptation methods can
generally be categorized as: (i) Test-Time Domain Adap-
tation (TTDA): In this situation, we can obtain samples
of unlabeled data in test domain once before deployment
[29]. However, for OOD detection scenarios, it’s difficult to
gather all potential test domain data beforehand, particularly
in the dynamic open world. (ii) Test-Time Batch Adaptation
(TTBA): the model undergoes adaptive updates each time
it processes a new batch, helping it handle distributional
shifts over time. RTL++ [8] assumes a linear correlation be-
tween OOD scores and features, but the feature distribution
overlap between hard OOD and ID samples challenges this
simple assumption. AUTO [36] directly modifies the model
at test time using stochastic gradient descent to produce low-
confidence predictions for potential OOD samples. Our work
also belongs to this category, but we don’t require strong
assumptions or fine-tuning. (iii) Test-Time Prior Adaptation
(TTPA): This adjusts prior information within the model,
such as class or feature distribution at test time. For example,
TUIP [1] introduces priors for ID and OOD samples at test
time to calibrate model uncertainty.
Deep K-Nearest Neighbor for OOD detection. [31] pro-
poses using K-nearest neighbors (KNN) for OOD detection.
The approach first normalizes the penultimate layer features
of a neural network and computes the Euclidean distance be-
tween a test sample’s feature and all training sample features.
The opposite of the distance to the K-th nearest neighbor
is then used as the OOD score of this test sample. Despite
its simplicity, this KNN-based method nearly outperforms
other post-hoc methods and even fine-tuning methods in
OpenOOD benchmark [38].

3. Preliminaries
Setup. We consider a supervised multi-class classification
setting where the input space is denoted by X and the label
space by Y = {1, 2, . . . , C}. The training set {(xi, yi)}ni=1

is drawn i.i.d. from the joint distribution PXY . Let f : X 7→
R|Y| be a model parameterized by θ, trained on samples
drawn from PXY , which outputs logits. Then the logits are
transformed by a softmax layer: p̂k = efk/

∑C
j=1 e

fj for
k ∈ Y , where the class probability of a sample x is defined
as P (y = k | θ,x) = p̂k, and the confidence is defined as
Conf (x) = maxy P (y | θ,x). Importantly, we could use
the latent feature z = ϕ(x) for OOD detection, where ϕ :
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Figure 2. Overview of the proposed OODD framework, which performs real-time, batch-wise updates to the OOD dictionary using a priority
queue based on the left-tail distribution of OOD score. Using training ID samples, we generate multiple random crops for each sample
[30], which are then filtered at the patch and class levels. High-confidence inliers are selected to compute the latent OOD score, while
low-confidence outliers initialize the priority queue, allowing for a more robust and adaptive OOD detection process.

X 7→ Rd is an image encoder, and d is the dimensionality of
the latent space.
Problem Statement. At test time, our goal is to find a
good OOD detector, which can distinguish whether a sample
x ∈ X is from ID or not OOD. The decision function Dτ is
usually defined as follows:

Dτ (x) =

{
ID S (x) ≥ τ
OOD S (x) < τ

, (1)

where samples with lower OOD scores S(x) are classified as
OOD and vice versa, and τ is a handcraft threshold, which
is commonly chosen so that a high fraction (e.g., 95%) of ID
data is correctly distinguished.

4. Methodology
In this section, we present our proposed method for informa-
tive inlier and dynamic OOD dictionary construction. We
first describe the process of informative inlier sampling (IIS)
in Sec 4.1, where key patches with high confidence are se-
lected to create a representative ID dictionary. In Sec 4.2,
we extend the KNN-based method to build a dynamic OOD
dictionary using a priority queue that is progressively up-
dated with latent OOD samples to calibrate OOD score. To
stabilize the OOD detection process, we introduce a Dual
OOD Stabilization (DOS) strategy. Finally, we propose three
approaches for obtaining outliers, which are crucial for ini-
tializing the OOD dictionary and stabilizing the detection
process. An overview of the proposed method is shown in
Figure 2.

4.1. Informative Inlier Sampling
Unlike the KNN-based OOD detection [31], which uses all
or randomly selected training data as an ID dictionary to

compute the similarity between the query (latent features)
of a test sample, we propose that the ID dictionary should
be more informative and representative. To sample the in-
formative inliers from training ID dataset, we capture the
key patch of samples with high OOD scores at the patch
level and the class level respectively. Specifically, to suf-
ficiently explore the vicinal space of training samples, we
perform multiple random cropping [30] on each training ID
sample xi to obtain the set Xcrop

i =
{
xcrop
i,m

}M

m=1
, where

M is the number of random cropping. Then, based on
the confidence of each patch Conf(xcrop

i,m ) for each sam-
ple, we select the patch with the highest confidence. After
selecting the highest-confidence patches for all samples, we
further choose the top α% of patches based on their con-
fidence within each class. The latent features of the final
selected patches are then saved in ID dictionary, denoted
as Kid

n′ = {kid1 , kid2 , . . . , kidn′}, where n′ = [α% · n], n is
the number of training samples and [·] denotes the rounding
function.

4.2. Dynamic OOD Dictionary
In a similar way to constructing the ID dictionary, we can
easily extend this approach to construct the OOD dictionary,
but the OOD dictionary should be dynamic in the sense that
OOD samples randomly appear and are sampled as keys by
latent OOD scores Sin(x) during testing. Our hypothesis
is that good OOD latent features can be saved in the OOD
dictionary that covers a rich set of OOD samples, while
the OOD dictionary keys are kept as consistent as possible
despite its evolution.
Latent OOD Score. we derive the query q(x∗) = Φ(x∗)
for a test sample x∗ and compute the cosine similarity
cos(kidi , q) with each key kidi in ID dictionary Kid

n′ . Then,
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we denote the sorted list of these similarities in descending
order as cos(kid(1), q) ≥ cos(kid(2), q) ≥ · · · ≥ cos(kid(n′), q).
Finally, the latent OOD score is given by:

Sin(x
∗) = cos(kid(K), q) (2)

Where the K-th largest cosine similarity serves as the latent
OOD score Sin(x

∗) for the test-time sample.
OOD dictionary as a priority queue. During test time, the
core of our motivation is maintaining the OOD dictionary as
a priority queue of potential OOD sample keys (or latent fea-
tures). This configuration enables the reuse of encoded keys
from previous mini-batches by leveraging a priority queue
structure that separates the dictionary size from the mini-
batch size. Consequently, the OOD dictionary can be much
larger than the mini-batch, and the OOD dictionary size can
be easily adjusted as a hyperparameter. Dictionary samples
are progressively updated, with lower potential OOD scores
(i.e., more likely to be OOD) replacing existing samples.
The priority queue maintains the sample with the highest
OOD score at the front. A new sample from the mini-batch
is enqueued only if it has a lower OOD score than the queue
front, and the front needs to be dequeued first when the
dictionary is full. Further, we denote this OOD dictionary
as Kood

l = {kood1 , kooid2 , . . . , koodl′ } where l represents the
size of the proposed priority queue and l ≥ l′. Thus, the
OOD dictionary Kood

l represents a dynamically sampled la-
tent OOD subset of the test-time data, and keeping the OOD
dictionary up to date incurs little computational cost.
Dual OOD Stabilization. Although subsequent experiments
show that initializing the OOD dictionary as empty has lit-
tle impact on OOD detection results in most scenarios, the
empty OOD dictionary may lead to highly unstable scores
during the early stage. To maintain historical information in-
ertia, we propose the Dual OOD Stabilization (DOS) strategy
to mitigate substantial fluctuations in calibrated OOD scores
caused by dramatic changes in latent OOD data within the
priority queue. Specifically, we utilize some outliers (with
their obtained approaches further detailed later) as a memory
bank and others to initialize the priority queue. Under this
setup, the OOD dictionary encompasses not only the priority
queue but also the memory bank, which can be represented
as: Kood

total = Kood
l ∪ Kood

mb where Kood
mb represents samples

in the memory bank, and the memory bank size is denoted
as mb. Similar to Equation 2, we can obtain the negative
cosine similarity between the query and each of the keys in
the OOD dictionary during testing, as follows:

Sout(x
∗) = − cos(kood

(K̂)
, q) (3)

where K̂-th largest cosine similarity serves as the calibrated
OOD score Sout(x

∗) for the test-time sample. Finally,the
OOD score in our method is integrated as follows:

S(x∗) = Sin(x
∗) + Sout(x

∗) (4)

However, a critical yet fully underexplored question thus
arises:

How do we obtain these outliers?

We explore three approaches for obtaining outliers in our
subsequent experiments:
▷ C-Out (Cropping Outliers): Use multiple random crop-

ping augmentation [30] on the training ID data to generate
low-confidence outliers that originate from ID data.

▷ T-Out (Target Outliers): Introduce a small amount of
data that shares the same distribution as the test-time OOD
data as outliers.

▷ D-Out (Different test-time Outliers): This type of outlier
is derived from a distribution different from both the ID
and test-time OOD data.

Notably, our proposed C-Out method does not introduce any
prior knowledge beyond training ID. The process it uses to
generate outliers is the reverse of what is described in Sec
4.1. In contrast, T-Out incorporates priors aligned with the
test-time OOD distribution, while D-Out needs to leverage
samples from external datasets. Subsequent experiments
demonstrate that C-Out alone can achieve strong perfor-
mance, even without using priors beyond the training ID
data.

5. Experiments
5.1. Experiments Setup
Datasets. We use four popular ID datasets CIFAR-10/100
[18], ImageNet-200/1K [6]. Following OpenOOD bench-
mark [38], the OOD testing datasets are categorized into
two groups: Near OOD and Far OOD. Specifically, for
CIFAR-10/100 [18] benchmarks, the Far OOD group in-
cludes MNIST [20], SVHN [25], Textures [5], Places365
[40], and the Near OOD group comprises CIFAR-100/10
and Tiny ImageNet-200 [19]. For ImageNet-200/1K, the
Near OOD group includes SSB-hard [33], NINCO [3], and
the Far OOD group comprises iNaturalist [32], Textures [5],
and OpenImage-O [34].
Evaluation Metrics. We use three metrics to evaluate the
results: (1) FPR95, the false positive rate for OOD when the
ID true positive rate is 95%; (2) AUROC, the area under the
receiver operating characteristic curve; and (3) ID ACC, the
ID classification accuracy. Our reported results are averaged
over three independent runs with different random seeds.
Pre-trained Model. For CIFAR-10/100 and ImageNet-200,
we employed the ResNet-18 model [11] trained with em-
pirical risk minimization on each ID training set provided
by OpenOOD [38]. For ImageNet-1K, we use a pre-trained
ResNet-50 model [12] from the PyTorch.
Baseline Methods. We compared our method with vari-
ous post-hoc methods, including MaxLogits [15], ODIN
[22], Mahalanobis Distance (MD)[21], Energy [23], KNN
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Table 1. Comparison with state-of-the-art methods on the CIFAR benchmarks, where the best results are in bold.

Dataset Method ID ACC↑
Near OOD Far OOD

AUROC↑ FPR95↓ AUROC↑ FPR95↓

CIFAR-10

MaxLogits [15] 95.06 ± 0.30 87.52 ± 0.47 61.32 ± 4.62 91.10 ± 0.89 41.68 ± 5.27
ODIN [22] 95.06 ± 0.30 82.87 ± 1.85 76.19 ± 6.08 87.96 ± 0.61 57.62 ± 4.24
MD [21] 95.06 ± 0.30 84.20 ± 2.40 49.90 ± 3.98 89.72 ± 1.36 32.22 ± 3.40

Energy [23] 95.06 ± 0.30 87.58 ± 0.46 61.34 ± 4.63 91.21 ± 0.92 41.69 ± 5.32
KNN [31] 95.06 ± 0.30 90.64 ± 0.20 34.01 ± 0.38 92.96 ± 0.14 24.27 ± 0.40
ViM [7] 95.06 ± 0.30 88.68 ± 0.28 44.84 ± 2.31 93.48 ± 0.24 25.05 ± 0.52

RTL++ [8] 95.06 ± 0.30 88.76 ± 0.01 54.03 ± 0.21 87.06 ± 0.07 64.30 ± 0.21
TULIP [1] 95.06 ± 0.30 89.67 ± 0.24 33.80 ± 0.59 92.55 ± 0.13 24.43 ± 0.17

OODD 95.06 ± 0.30 90.96 ± 0.21 36.01 ± 0.44 95.77 ± 0.12 17.44 ± 0.44

CIFAR-100

MaxLogits [15] 77.25 ± 0.10 81.05 ± 0.07 55.47 ± 0.66 79.67 ± 0.57 56.73 ± 1.33
ODIN [22] 77.25 ± 0.10 79.90 ± 0.11 57.91 ± 0.51 79.28 ± 0.21 58.86 ± 0.79
MD [21] 77.25 ± 0.10 58.69 ± 0.09 83.53 ± 0.60 69.39 ± 1.39 72.26 ± 1.56

Energy [23] 77.25 ± 0.10 80.91 ± 0.08 55.62 ± 0.61 79.77 ± 0.61 56.59 ± 1.38
KNN [31] 77.25 ± 0.10 80.18 ± 0.15 61.22 ± 0.14 82.40 ± 0.17 53.65 ± 0.28
ViM [7] 77.25 ± 0.10 74.98 ± 0.13 62.63 ± 0.27 81.70 ± 0.62 50.74 ± 1.00

RTL++ [8] 77.25 ± 0.10 79.24 ± 0.03 63.92 ± 0.27 80.76 ± 0.03 67.14 ± 0.07
TULIP [1] 77.25 ± 0.10 81.29 ± 0.26 55.07 ± 0.73 79.63 ± 0.94 58.17 ± 1.78

OODD 77.25 ± 0.10 82.10 ± 0.20 56.98 ± 1.09 93.64 ± 0.31 24.74 ± 1.30

Table 2. Comparison with state-of-the-art methods on the ImageNet benchmarks, where the best results are in bold.

Dataset Method ID ACC↑
Near OOD Far OOD

AUROC↑ FPR95↓ AUROC↑ FPR95↓

ImageNet-200

MaxLogits [15] 86.37± 0.08 82.90 ± 0.04 59.76 ± 0.59 91.11 ± 0.19 34.03 ± 1.21
ODIN [22] 86.37 ± 0.08 80.27± 0.08 66.76 ± 0.26 91.71 ± 0.19 34.23 ± 1.05
MD [21] 86.37± 0.08 61.93 ± 0.51 79.11 ± 0.31 74.72 ± 0.26 61.66 ± 0.27

Energy [23] 86.37± 0.08 82.50 ± 0.05 60.24 ± 0.57 90.86 ± 0.21 34.86 ± 1.30
KNN [31] 86.37± 0.08 81.57 ± 0.17 60.18 ± 0.52 93.16 ± 0.22 27.27 ± 0.75
ViM [7] 86.37± 0.08 78.68 ± 0.24 59.19 ± 0.71 91.26 ± 0.19 27.20 ± 0.30

RTL++ [8] 86.37± 0.08 81.02 ± 0.08 63.99 ± 0.29 93.11 ± 0.02 30.38 ± 0.10
TULIP [1] 86.37± 0.08 83.77 ± 0.06 54.51 ± 0.35 91.03 ± 0.09 33.94 ± 0.51

OODD 86.37± 0.08 85.74 ± 0.03 53.70 ± 0.14 95.47 ± 0.03 20.89 ± 0.12

ImageNet-1K

MaxLogits [15] 76.18 76.46 67.82 89.57 38.22
ODIN [22] 76.18 74.75 72.50 89.47 43.96
MD [21] 76.18 55.44 85.45 74.25 62.92

Energy [23] 76.18 75.89 68.56 89.47 38.39
KNN [31] 76.18 71.10 70.87 90.18 34.13
ViM [7] 76.18 72.08 71.35 92.68 24.67

RTL++ [8] 76.18 76.49 ± 0.49 71.49 ± 0.35 90.53 ± 0.39 44.39 ± 1.19
TULIP [1] 76.18 77.52 ± 0.06 64.96 ± 0.08 88.03 ± 0.02 48.01 ± 0.02

OODD 76.18 72.66 ± 0.16 71.41 ± 0.27 93.84 ± 0.44 27.63 ± 1.16

[31], ViM [7], RTL++ [8], and TULIP [1]. In addition, to
the best of our knowledge, TULIP—the test-time method
achieving state-of-the-art performance on the OpenOOD
benchmark—was also included in our comparison.
Remark on the implementation. We implemented our
method in PyTorch and conducted all experiments on a
single NVIDIA GeForce RTX 4090 GPU. The ID dictio-
nary only needs to be extracted once before deploying the
trained model. Additionally, unlike KNN-based OOD scor-
ing, which uses faiss.IndexFlatL2 with Euclidean distance,
we compute the OOD score through GPU-accelerated matrix
multiplication in PyTorch to obtain cosine similarity scores
directly, so our approach is more memory-efficient and faster
than the former. In all experiments, we set the batch size to
512. In the main results presented in Tables 1 and 2, we use
an inlier sampling ratio of α% = 50% with M = 4, K̂ = 5.
For CIFAR-10/100, due to the smaller dataset size, we set
the priority queue size l to 128/512 respectively, and the
memory bank size mb is 5. Additionally, for CIFAR-10, we

use K = 5 and for CIFAR-100, K = 10. For larger datasets
ImageNet-200/1K, we increase l to 2048 and mb to 128, and
K = 100.

6. Main Results.

CIFAR Benchmarks. Firstly, we compare the proposed
methods using C-Out (Cropping Outliers) with state-of-the-
art OOD detection methods. The main experimental re-
sults on CIFAR-10/100 are shown in Table 1, from which
the following conclusions can be drawn: (i) The proposed
method OODD outperforms other methods in most cases.
For example, on CIFAR-100, the Far OOD AUROC of
our method reaches 93.64%, while the second-best method
(KNN) achieves 82.40%. (ii) Our method maintains a com-
parable ability for Near OOD detection. While the tail distri-
butions of Near OOD and ID samples overlap considerably,
our proposed approach does not significantly impair Near
OOD detection performance. On CIFAR-100, our method
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even achieves state-of-the-art AUROC, though it does not
lead in FPR95. However, AUROC provides a more com-
prehensive assessment than FPR95, which evaluates only a
single point.
ImageNet Benchmarks. For ImageNet-200/1K, prior works
[16, 35] show that many advanced methods developed on CI-
FAR benchmarks struggle with the large semantic space
of ImageNet. Nevertheless, as shown in Table 2, our
method achieves leading performance in both Near OOD
and Far OOD detection on ImageNet-200. Additionally, al-
though KNN performs moderately well on ImageNet-1K,
our method significantly enhances performance in Far OOD
without compromising its near OOD detection capability.

6.1. Ablation Study
In this section, we conduct ablation experiments on
ImageNet-200 to analyze the effectiveness of each mod-
ule and explore the impact of various hyperparameters. The
main ablation study results are shown in Table 3, which
demonstrate the effectiveness of our proposed informative
inlier sampling and dynamic OOD dictionary strategies.

Table 3. The main ablation study results on ImageNet-200. IIS
denotes informative inlier sampling, PR denotes priority queue, and
MB denotes memory bank.

IIS PR MB
Near OOD Far OOD

FPR95 AUROC FPR95 AUROC

✗ ✗ ✗ 60.57 80.73 30.35 91.47
✓ ✗ ✗ 58.92 81.67 26.97 92.83
✗ ✓ ✗ 53.85 85.69 21.47 95.45
✗ ✗ ✓ 59.14 81.30 37.09 88.89
✓ ✓ ✓ 53.70 85.74 20.89 95.47

The effectiveness of informative inlier sampling. To exam-
ine this, we employ a naive KNN OOD detection [31], adjust-
ing both the sampling ratio α% and the hyper-parameter K,
which defines the K-th largest cosine similarity in Sin(x

∗).
When choosing sampling ratio α% for training data for near-
est neighbor search, K is selected from {1, 5, 10, 20, 50,
100, 200, 500, 1000} accordingly to the validation dataset
OpenImage-O. As shown in Figure 3, the ablation results
highlight how variations in α influence performance.
The effectiveness of the priority queue. In Figure 4, we
systematically analyze the effect of the priority queue size
l under the conditions of not using a memory bank, with a
batch size of 512. We vary the queue size l. Several key
observations can be made: (i) In non-extreme cases, our
method is not sensitive to l, with the results for both Near
OOD and Far OOD showing a significantly lower FPR95
compared to the naive KNN method. (ii) When l is partic-
ularly large, the effect of the priority queue becomes less
prominent. Under this situation, the accumulation of ID data
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Figure 3. Results of varying α on ImageNet-200 ID. IIS refers to
the implementation of Informative Inlier Sampling based on the
naive KNN method [31]. The value of α is on the horizontal axis,
and the FPR95 is on the vertical axis.

being added to the OOD dictionary increases, which leads
to a decline in OOD detection.
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Figure 4. Comparison of AUROC detection performance using
different queue sizes.
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Figure 5. AUROC comparison using different types of outliers
(C-Out, T-Out, D-Out, None) to initialize the OOD dictionary.

The different initializations of OOD dictionary. In Figure
5, we show results for initializing the OOD dictionary on the
ImageNet-200 benchmark with various types of outliers (C-
Out, T-Out, D-Out, None). The experimental results indicate
that the choice of initialization method has minimal impact
on overall performance. To further investigate how initializa-
tion methods affect test-time performance, we set up a new
experiment: selecting 10,000 samples from ImageNet-200
as ID dataset and mixing them with 100 OOD samples from
OpenImage-O, shuffled randomly for testing. This experi-
ment was repeated five times, and we recorded the AUROC
for each of the first 10 iterations, as shown in Figure 6. The
results reveal that, without outliers to initialize the prior
queue, OOD detection exhibits larger fluctuations in the first
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Figure 6. AUROC of test-time performance over the first 10 iterations for 10,000 ID samples from ImageNet-200 mixed with 100 OOD
samples from OpenImage-O, averaged across five experimental runs with standard deviation.

few iterations. However, as the iterations progress, AUROC
values stabilize across different initialization methods, show-
ing minimal differences. Notably, while the lack of prior
OOD knowledge results in lower early performance com-
pared to T-Out, our proposed C-Out initialization method
achieves the most stable performance. More experimental
results can be seen in Table 8 of the supplementary material.

How to choose K and K̂? Following prior work [31] and
the OpenOOD benchmark [38], we first select the parameter
K based on the OOD validation set provided by OpenOOD.
Specifically, for CIFAR-10/100, the OOD validation set is
tiny ImageNet-200, while for ImageNet-200/1K, the OOD
validation set is OpenImage-O. All validation set data does
not overlap with the test set data. Then, we are surprised
to find that a relatively small value of K̂ yielded strong
performance across all experiments. As a result, we fixed
K̂ = 5 for all our experiments.

Table 4. Time cost comparison of different OOD detection methods.

Method CIFAR-10 ImageNet-200 Time cost factor

MaxLogits 1.20 s 1.45 s 1x
KNN 9.61 30.17 s 15x

RTL++ 82.07 s 103.80 s 70x
OODD 3.98 s 10.13 s 5x

Time Cost. To provide a more intuitive and fair comparison
of computational overhead in OOD detection, we specifically
measured the time cost from obtaining the image encoder’s
features to generating the final OOD scores. As shown in
Table 4, Maxlogits exhibits the shortest processing time as
it only involves a single linear classifier operation. RTL++
incurs the longest time cost due to the need to solve a Lasso
regression between the latent features and the OOD scores
[8]. Meanwhile, KNN demands 15 times more computa-
tional time than Maxlogits. In comparison to KNN, our
proposed method reduces the time cost by a factor of 3,
highlighting its practical applicability.

7. Further Discussion

7.1. Integrate with the CLIP-based methods

When using the Contrastive Language-Image Pre-training
(CLIP) model as the encoder [27], our method can be ef-
fectively integrated into various CLIP-based OOD detection
methods, such as MCM [24] and NegLabel [17]. As shown
in Table 5, when combined with these CLIP-based meth-
ods, OODD significantly enhances performance across most
datasets.

Table 5. OOD detection performance for ImageNet-1K as ID

iNaturalist SUN Places Texture
Method FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑
MCM 30.91 94.61 37.59 92.57 44.69 89.77 57.77 86.11

+OODD 2.22 99.36 21.49 95.01 44.76 87.10 30.69 93.27
Improve ∇-28.69 △+4.75 ∇-16.10 △+2.44 △+0.07 ∇-2.67 ∇-27.08 △+7.16

NegLabel 1.91 99.49 20.53 95.49 35.59 91.64 43.56 90.22
+OODD 0.85 99.79 12.94 97.17 30.68 92.51 30.67 94.51
Improve ∇-1.06 △+0.30 ∇-7.59 △+1.68 ∇-4.91 △+0.87 ∇-12.89 △+4.29

7.2. The Temporal Drift OOD Scenarios

Since OODD is a test-time method, it is crucial to address
temporal drift where OOD scenarios evolve over time. For
example, consider a temporal drift with time points t0, t1,
t2, and t3. The temporal drift of OOD scenarios goes from
Textures (t0-t1) to Places365 (t1-t2) and then to SVHN (t2-
t3), denoted as T → P → S in Table 6. After incorporating
our OODD method under the temporal drift OOD scenarios,
we observe improvements across all datasets. Furthermore,
the earlier a dataset is encountered, the greater the gain,
demonstrating the effectiveness of our approach.

Table 6. Results for the temporal drift OOD scenario settings using
CIFAR-100 as ID dataset. T represents Texture, P for Places365,
and S for SVHN.

Textures Places365 SVHN Mean
Temporal Drift FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑
T → P → S 35.33 91.80 53.61 83.27 18.68 97.13 35.87 90.73
P → S → T 45.42 86.25 50.60 85.16 17.76 97.31 37.93 89.57
S → T → P 42.40 87.77 58.63 80.19 8.12 98.69 36.39 88.88
w/o OODD 53.56 83.66 60.70 79.43 51.75 84.15 55.34 82.41
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7.3. Combine with More Post-hoc Methods
Our approach further enhances the effectiveness of vari-
ous post-hoc OOD detection methods. We explore multiple
post-hoc methods to identify latent OOD features. As shown
in Table 7, models equipped with the OOD dictionary con-
sistently outperform their counterparts (i.e., original OOD
detection performance), validating the effectiveness of the
OOD dictionary mechanism. Notably, KNN with the OOD
dictionary demonstrates a significant improvement, while
the gains for MaxLogits and Energy methods are relatively
modest. This discrepancy may be attributed to our OOD
dictionary storing latent features, which have limited bene-
fits for logits-based OOD detection methods. We hope that
future work will focus on designing a more comprehensive
OOD dictionary to enhance these methods further.

Table 7. AUROC performance comparison for whether the model
is equipped with our proposed OOD dictionary.

In Dataset CIFAR-10 CIFAR-100 ImageNet-200 ImageNet-1K
Method Near Far Near Far Near Far Near Far
MaxLogits 87.52 91.10 81.05 79.67 82.90 91.11 76.46 89.57
+Ours 88.34 91.36 81.01 86.56 83.87 92.03 77.44 90.08
Improve △+0.82 △+0.26 ∇-0.04 △+6.89 △+0.97 △+0.92 △+0.98 △+0.51
Energy 87.58 91.21 80.91 79.77 82.50 90.86 75.89 89.47
+Ours 88.41 91.59 80.98 87.74 83.61 91.86 76.92 89.97
Improve △+0.83 △+0.38 △+0.07 △+7.97 △+1.11 △+1.00 △+1.03 △+0.50
KNN 90.64 92.96 80.18 82.40 81.57 93.16 71.10 90.18
+Ours 90.96 95.77 82.10 93.64 85.74 95.47 72.66 93.84
Improve △+0.32 △+2.81 △+1.92 △+11.24 △+4.17 △+2.31 △+1.56 △+3.66

7.4. A Closer Look at KNN-based OOD Detection
For OOD detection, cosine similarity equals Euclidean
distance after feature normalization but is more efficient.
The KNN-based OOD detection [31] shows that ID data
tends to have larger Euclidean distances before normaliza-
tion, which undermines assumptions about KNN distances
in high-dimensional space. Fortunately, the latent features of
ID data have larger ℓ2-norm values than those of OOD data,
which effectively mitigates the dimension curse when calcu-
lating Euclidean distances. Thus, given two vectors z1 and
z2, we first apply ℓ2-norm normalization to each vector to
obtain their normalized forms, ẑ1 and ẑ2, where ẑi =

zi

∥zi∥2

for i = 1, 2. After normalization, the Euclidean distance and
cosine similarity between ẑ1 and ẑ2 are closely related. For
the above two normalized vectors, the Euclidean distance
dE can be expressed as a function of their cosine similarity
as follows:

dE (ẑ1, ẑ2) = ∥ẑ1 − ẑ2∥2 =
√
2− 2 cos (z1, z2) (5)

We are surprised to find that the cosine similarity cos (z1, z2)
used in our method has a monotonic relationship with OOD
score −dE (ẑ1, ẑ2) employed by KNN. For OOD detection,
this monotonic relationship implies that the two functions
are equivalent at the decision level. Moreover, after normal-
ization, directly using cos (z1, z2) only requires dot product

operations, significantly reducing computational overhead,
especially when calculated in parallel.
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Figure 7. The density of the obtained ID and OOD score with the
proposed method (left) and KNN [31] (right). CIFAR-100 is ID,
Near OOD is CIFAR-10, and SVHN is Far OOD.

OOD Score Density: Our Method vs. KNN. We further
use CIFAR-100 as ID and plot the density of the OOD scores
using a kernel density estimate (KDE) to analyze the impact
of Near OOD (CIFAR-10) and Far OOD (SVHN). Besides,
we provide a theoretical analysis comparing our method with
KNN as an OOD score function for OOD detection in Sec-
tion B of the Supplementary Material. We observe that the
proposed method effectively captures the features of OOD
samples. Specifically, in Figure 7, we make the following
observations: (i) Thanks to the calibration of OOD scores
by the OOD dictionary, the distribution of ID scores is more
concentrated. (ii) In Figure 7(b), we observe that for the left-
tail distribution, the intersection over union (IoU) between
Far OOD and ID is smaller. As a result, the overall distri-
bution of Far OOD scores shifts more to the left, achieving
greater calibration gains.

8. Conclusion
We present a test-time OOD detection method called OODD
that leverages a dynamic dictionary of OOD features to
achieve high detection performance without fine-tuning or
complex calibration processes. By integrating a priority
queue and employing inlier and outlier sampling strategies,
OODD effectively adapts to diverse OOD distributions. Our
method not only outperforms the state-of-the-art OOD de-
tection method but also demonstrates strong computational
efficiency, as verified on the OpenOOD benchmark. These
findings highlight OODD’s potential to enhance model un-
certainty awareness at test time—an essential capability for
deploying robust models in open-world scenarios.
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