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Abstract

We introduce the Pose and Illumination agnostic Anomaly
Detection (PIAD) problem, a generalization of pose-
agnostic anomaly detection (PAD). Being illumination ag-
nostic is critical, as it relaxes the assumption that training
data for an object has to be acquired in the same light con-
figuration of the query images that we want to test. More-
over, even if the object is placed within the same capture
environment, being illumination agnostic implies that we
can relax the assumption that the relative pose between en-
vironment light and query object has to match the one in
the training data. We introduce a new dataset to study this
problem, containing both synthetic and real-world exam-
ples, propose a new baseline for PIAD, and demonstrate
how our baseline provides state-of-the-art results in both
PAD and PIAD, not only in the new proposed dataset, but
also in existing datasets that were designed for the sim-
pler PAD problem. Project page: https://kaichen-—
yang.github.io/piad/.

1. Introduction

Anomaly detection is an important problem in numerous
industries including manufacturing [18], medical image
analysis [13], surveillance [28], and autonomous driv-
ing [7, 31]. In recent years, a variety of methods have been
proposed [12, 22, 23, 25, 38], but they all assume that train-
ing and query images are pose-aligned; see Figure 2 (left).
When this assumption is relaxed, the performance of
anomaly detection drops sharply. To overcome this short-
coming, Zhou et al. [41] recently introduced the problem of
Pose-agnostic Anomaly Detection (PAD), and a technique
named OmniposeAD to address it. At training time, Omni-
poseAD assumes that multiple posed anomaly-free images
of an object are available, from which a Neural Radiance
Field (NeRF) is computed in a pre-processing stage. At test
time, this NeRF model is registered to the query image by
minimizing a photometric loss, therefore restoring the pose-
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Figure 1. Teaser — Inconsistent illumination between training
images and the query challenges PAD methods [16, 41]. They
struggle to estimate the query camera pose, and fail to conduct
anomaly detection robustly. In our method, we resolve this by
jointly operating in the reflectance and color domains.

aligned configuration typically assumed by anomaly detec-
tion; see Figure 2 (middle).

However, this recent line of work still suffers a signif-
icant shortcoming due to the representation they use. In
particular, radiance fields store point-wise outgoing radi-
ance: the result of the interaction between the incoming
light and the surface material. Therefore, this representa-
tion is not illumination agnostic, as global illumination gets
“baked” within it. Therefore, OmniposeAD can only per-
form anomaly detection under the assumption that the re-
lationship between objects and lights is more or less un-
changed (i.e. place the test object in a controlled lighting
room, and in the same pose as the training object). Without
these precautions, variations in illumination can cause ap-
pearance discrepancies between training and query images,
impacting both the accuracy of camera pose estimation, as
well as the localization of anomalies; see Figure 1.

Therefore, in this paper we introduce the more challeng-
ing problem of Pose and Illumination agnostic Anomaly
Detection (PIAD). We develop a technique that is not only
agnostic to pose variations, but also to illumination config-
urations; see Figure 2 (right). As this is a new problem, we
introduce a new dataset to benchmark this task, which ex-
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Figure 2. Anomaly detection settings — (left) In classical anomaly detection, we assume that both normal and abnormal objects have
been observed by a camera at the same position. (middle) In pose agnostic anomaly detection (PAD), the cameras can change, but one
generally assumes the illumination configuration is constant. (right) In our pose and illumination agnostic anomaly detection (PIAD), we
also remove the requirement of illuminating the object with the same light configuration.

tends the MAD dataset by Zhou et al. [41] significantly:
while MAD consists of LEGO toys only, our dataset in-
cludes both synthetic and real industrial products of various
materials, and captured in a variety of illumination condi-
tions.

Leveraging this new dataset, we design a PIAD tech-
nique that employs a 3D Gaussian Splatting [15] representa-
tion to encode a neural field and augment it with the ability
to perform camera pose optimization in a way that is ro-
bust to changes in illumination. In particular, we modify
the 3DGS representation to not only store radiance but also
predicted reflectance [35]. This allows us to perform pose
optimization even in situations when train and test light con-
figurations differ. Finally, anomaly detection and localiza-
tion are performed by jointly comparing photometric values
and multi-scale deep features of the query to the 3DGS ren-
dered reference images.

In summary, our main contributions are as follows:
(1) we introduce the pose and illumination agnostic
anomaly detection (PIAD) problem, a more challenging and
realistic setting for anomaly detection; (2) we build a new
dataset to benchmark PIAD performance; (3) and we de-
velop the first baseline for this task, which outperforms the
state-of-the-art in both the PAD and PIAD setting.

2. Related works

Many anomaly detection methods [12, 22, 23, 25, 38] are
image-based and therefore assume that training and query
images share the same camera pose. Their performance
drops when this assumption is not strictly met; see [41]
for more details. There are anomaly detection methods for
point clouds, which circumvent challenges associated with
camera poses [24, 33, 42]. However, collecting point cloud
data requires specialized hardware, which can be expensive
if high precision data is needed. Therefore, Zhou et al. [41]
introduced the new problem of pose agnostic anomaly de-
tection, and the OmniposeAD method to address it. But
this method is severely limited, as not only training a NeRF,
but also optimizing the pose of a NeRF model so to match
an observation is computationally inefficient [37]. To ad-
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dress these issues, SplatPose [16] employs 3D Gaussian
Splatting as the underlying representation, significantly re-
ducing the computational complexity of the task. Nonethe-
less, to the best of our knowledge, no pose-agnostic method
exists in the literature that also accounts for variations in
illumination configuration between training data and query
images, which is the objective of our research.

2.1. Pose estimation in 3DGS

Both SplatPose [16] and our method employ 3DGS as the
underlying representation, and can optimize camera pose
given a query image. Nonetheless, the way in which
this is implemented is completely different. In particular,
while Kruse et al. [16] keeps the camera fixed, and roto-
translate the 3DGS, we keep the 3D representation fixed,
and let the camera parameters be optimized. | Beyond this
implementation difference, our method is also tailored to
accelerate pose estimation and effectively handle illumina-
tion inconsistencies. Rather than relying solely on photo-
metric comparisons, Sun et al. [29] also employs keypoint
matching to more effectively guide pose optimization to-
wards a better solution. Nonetheless, this method again
does not consider the problem of illumination inconsistency
between train and test images. Finally, there are 3DGS tech-
niques that optimize for camera poses in the SLAM set-
ting [14, 20, 36], but these methods typically operate on
video sequences, where the new frame’s position is initial-
ized from the previous frame. These methods are also not
designed to cope with significant changes in illumination.

2.2. Anomaly detection datasets

The development of anomaly detection methods is closely
tied to the availability of datasets [I, 3, 4]. However, the
datasets above are relatively limited in terms of the num-
ber of categories and images they contain. Address-
ing this problem, Real-IAD [32] introduced a large-scale
dataset, containing approximately 150k images across 30

This is an indication that Kruse et al. [16] and our method were devel-
oped independently from each other, and the two works should be consid-
ered concurrent.
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Figure 3. Pipeline of our method — (a) We learn a 3DGS representation © with training images and their reflectance maps to represent
an “anomaly-free” object. (b) The training reflectance maps are ranked based on their Mean Absolute Error (MAE) to the reflectance
map Rquery of the query image /..y, and the half with smaller errors are kept. By comparing Rquery With the filtered candidates using a
pre-trained local feature matching network, the pose of a best-matched candidate is chosen as the initial pose 7''° ). (c) The pose T

is then iteratively refined by the MAE loss £ of /., and the rendered image / (x(

*)) of current pose 7 "*) and their reflectance maps.

Finally, a reference image /..r and its reflectance map I?..; with the estimated pose are synthesized. (d) A pre-trained CNN network is used
to compare Irr and /2. with /query and Rquery for anomaly detection and localization.

categories. Rather than consisting of a single image and
fixed viewpoints, this dataset captures five images for each
object, captured from different angles, enabling multi-view
anomaly detection. Other datasets approach the problem
from a 3D perspective [5, 9, 17], but the high cost of 3D
sensors limits their widespread use in real-world applica-
tions. Zhou et al. [41] introduced the new problem of
pose-agnostic anomaly detection, and their MAD dataset in-
cluded dense views (/200) captured for each product so to
build a 3D representation of the object. However, their data
consists of LEGO structures (20 animals), so the material
in the dataset is completely uniform (plastic), and the light
configuration is fixed between training and test/query sets.
Bonfiglioli et al. [9] introduces a dataset with somewhat or-
thogonal issues. Their dataset consists of synthetically ren-
dered candies captured under diverse light conditions, and
their dataset lacks the diversity in pose of MAD, render-
ing it unsuitable for pose-agnostic anomaly detection.  To
overcome the limitations of the datasets above, our dataset
addresses the requirements for PIAD by providing a com-
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prehensive collection of industry products. It features dense
camera poses and includes anomalous test images captured
under different poses and lighting conditions than those in
the training set.

3. Method

Problem Definition. For each object, we define a train-
ing set of N posed images T={(I, T, Lirain) }» Where I,
denotes the n-th anomaly-free color image, 7}, is the corre-
sponding camera pose, and L, indicates the illumination
condition of the capture session. A query image Iquery
for anomaly detection is captured in a similar environment.
We denote the test data as Q={Iquery, Tquery, Lquery }, Where
Tquery and Lgyery represent the unknown camera pose and il-
lumination. However, the relative position and orientation
between the object and camera as well as the illumination,
may differ from those in the training set.  Given 7 and Q,
our objective is to determine whether /g,ery contains anoma-
lies and, if so, localize their positions.
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Figure 4. Invariance to illumination — Renderings of an object
from the same viewpoint but under different illuminations, along
with their corresponding reflectance images. Note that reflectance
images remain largely invariant to changes in illumination, allow-
ing us to train illumination-invariant 3DGS representations.

Outline. Our method consists of four stages. We first train
a 3DGS representation from 7, which allows us to synthe-
size both view-dependent RGB images and illumination-
independent reflectance images (Sec. 3.1). Next, the pose
initialization module predicts an initial pose by matching
the reflectance of the query image with those of the training
images (Sec. 3.2). The pose optimization module then re-
fines this initial pose using back-propagation of the view
matrix gradient, as detailed in the supplementary mate-
rial (Sec. 3.3). With the refined pose, a reference image
and its reflectance are rendered from the 3DGS. Finally, the
RGB and reflectance of the query and reference images are
compared to detect and localize anomalies (Sec. 3.4). A
visual outline of our method can also be found in Figure 3.

3.1. Training 3DGS representation

Given all train and query images I, we employ a pre-trained
URetinexNet’s [35] initialization module to compute
the reflectance map R, through intrinsic decomposition
grounded in Retinex theory. While various methods [10, 35,
40] can achieve intrinsic decomposition, we select Wu et al.
[35]’s approach for its superior performance. According to
the Retinex theory, the reflectance image from this network
is agnostic to illumination changes; see Figure 4 for an ex-
ample. We then train a 3DGS [15] representation © capable
of rendering both (view-dependent) RGB images, as well
as (illumination-independent) reflectance images:

© = Train3DGS ({(In, Rn, T1)}). (1)

3.2. Pose initialization

To bootstrap our non-convex optimization process, we need
an initial pose 7(®). We obtain this by finding the re-
flectance image in the set { R,, } that is closest to Rqyery. We
first quickly filter out all candidates where || R,,—Rquery |1
is above the 50-th percentile (MAE filter). On the remain-
ing set, we employ a pre-trained EfficientLoFTR [34]
model, and find the index k of the closest image via deep
image features matching.” The pose init is set to 7(°) = Ty

ZNote that only the coarse-level matching of Ef ficientLoFTR is
used, as it is time-efficient and sufficient for pose optimization in 3DGS.
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3.3. Pose optimization

Given our initial pose, we iteratively optimize the cam-
era pose to accurately align the trained 3DGS model to
our query image as much as possible. To represent a dif-
ferentiable roto-translation we employ exponential coordi-
nates [19], so that the optimizer is constrained to walk the
SE(3) manifold. Given a screw axis S= [w, v]T € RS and a
rotation angle 6 € R, a roto-translation is defined by:

[S16 _ R(w,@) K (87 9)
elslo = |7 DO @)
where the matrix blocks are defined as:
R(w,0) =T +sinf [w] + (1 — cos b) [w]? 3)

K(S,0) = (I0 + (1 — cos 0)[w] + (0 — sin0)[w]*)v (4)

By grouping optimization parameters in x=[f, S], we can
render color and reflectance images as:

I(x), R(x) = Raster(V (x);©), V(x) = (e[SJGT(0)>_1’

where Raster(V'; ©) indicates that the 3DGS model with pa-
rameters O is rasterized with camera matrix V. We then
register our 3DGS model by iteratively minimizing the fol-
lowing loss w.r.t. x:

L(x) = A R(x) = Rquery[[1 + (1= M) [[1(x) = Iquery |1, (5)

where A=0.6, as reflectance maps are more robust to varia-
tions in illuminations, while color maps preserve more fine-
grained details. After the optimization is converged to x*,
our reference images for anomaly detection can be rendered
as Ier=I(x*) and Ry;=R(x*).

3.4. Anomaly detection

As differences in camera pose are factored out, we can pro-
ceed to evaluate anomaly by comparing reference images to
query images. We extract multi-scale features (4 different
scales) of a pre-trained EfficientNet-B4 [30] back-
bone F that was pre-trained on ImageNet [ 1 1], and compute
feature scores:

ST = IF (Tret) = F(Iquery) 13
51]%: = H]:(Rref) _f(unery)||§a

(6)
)

where S{ and S, are of size 400 x 400 x 4, with 4 channels.
Finally, we define our overall score as:

S =387 ©8%, (8)

where ® denotes element-wise multiplication followed by
summation along the channel dimension.



Datasets Years Type Represent. # classes #.normal # ;{bnormal Material ‘Pose‘ Illu.mma‘tlon
images images Diversity Diversity
AITEX [26] 2019  Real Gray 7 140 105 fabric X X
MVTec LOCO-AD [4] 2022  Real RGB 5 2347 993 industrial parts X X
VisA [1] 2022  Real RGB 12 9621 1200 diverse objects X X
MIAD [2] 2022  Sim RGB 7 87500 17500 outdoor scene X X
Eyecandies [8] 2022 Sim RGB/D/N 10 13250 2250 candy X v
MVTec AD [3] 2019  Real RGB 15 4096 1258 industrial parts X v
MAD [41] 2023  Sim/Real RGB 20 5231 4902 LEGO v X
Real-TAD [32] 2024  Real RGB 30 99721 51329 industrial parts v X
Our dataset (full) 2024  Sim/Real RGB 30 7102 4166 industrial parts v v
Our dataset (synt) 2024  Sim RGB 16 3650 2999 industrial parts v v
Our dataset (real) 2024  Real RGB 14 3452 1167 industrial parts v v

Table 1. Datasets — A taxonomy of popular anomaly detection datasets. Note Eyecandies is the only one that includes diversity in
illumination (but no pose diversity), while MAD and Real-IAD are the only ones that include diversity in pose (but no illumination
diversity). Our dataset is therefore the first to properly evaluate PIAD. Eyecandies also include depth (D) and normal maps (N) annotations.

MAD-real Real-IAD Our dataset (real)
Avg. # training poses 49 5 217
Avg. # test poses 32 5 109
Camera Calibration no no yes
Foreground Masks no no yes

Table 2. Datasets (real) — Our real dataset consists of denser
captures with pre-computed camera poses, and high-quality fore-
ground masks. This will allow researchers in the future to investi-
gate the problem from a variety of new angles (e.g. perturb poses
away from ground truth, measure ability to deal with background,
or reduce the number of training images).

4. Our dataset

To illustrate the uniqueness of our dataset, we summarize
the key properties of popular anomaly detection datasets
in Table 1. Note that there are only two publicly avail-
able datasets with pose diversity: MAD and Real-IAD. The
MAD dataset is specially prepared for the PAD task and has
relatively rich poses but a single material. The Real-IAD
only contains five views per object, and so the diversity of
poses is rather limited. Given these shortcomings, we in-
troduce a new dataset for PIAD evaluation, as it contains
enough variability in both pose and illumination. It com-
prises a total of 11268 multi-view images of 30 distinct in-
dustry products, including 16 synthetic and 14 real-world
products; see Figure 5. Note that other datasets typically do
not provide a sufficient number of training images, which
results in inaccurate camera pose estimates or floater arti-
facts in the NeRF/3DGS reconstructions. Our dataset does
not suffer from these shortcomings. Differently from other
datasets, we also include foreground segmentation masks,
as well as pre-computed camera calibration (COLMAP);
see Table 2. In what follows, we describe in more detail how
we constructed the synthetic (Sec. 4.1) and real (Sec. 4.2)
portions of our dataset.

4.1. Our dataset (synt)

We selected 16 models from BlendSwap [21] and Sketch-
fab [27], so they possess distinct shapes, materials, and col-
ors. We design several types of defects: stains, missing
parts, rust, paint peeling, scratches, and dents. We photo-
realistically render 200 anomaly-free images, along with
150—300 query images at an image resolution of 800x800.
Some query image poses are selected to be different from
poses in the training set. To create data with inconsistent
illumination, we adjust the position and intensity of point
and area lights. We ensure that the lighting configuration
used to capture training images differs from the one used to
capture query images.

4.2. Our dataset (real)

To assess the performance of methods in real-world en-
vironments, we capture 14 real-world objects. For each
real-world object, we created various anomalies, including
stains, damage, and broken parts. We capture real-world
objects by recording videos around the objects with a smart-
phone (Redmi K40) mounted on a gimbal. We discard low-
quality images affected by motion blur and manually verify
the generated 3DGS to ensure accurate camera calibration
from COLMAP. To create data with different illumination
configurations, we use a 9W LED light source, and adjust
its position and distance to vary the light intensity. Some
query images are captured under natural light conditions
without the LED light to further enrich the diversity of light-
ing. As algorithms often misidentify under-reconstructed
backgrounds as anomalies, we also provide masks to re-
move backgrounds from both training and query images.
These masks are computed by BiRefNet [39], and manu-
ally inspected for correctness.
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Figure 5. Our dataset (synt+real) — A summary of the objects
and anomalies in our dataset. We first show synthetic data with
consistent (CL) and inconsistent (IL) lighting, followed by real
data (images with background). The bottom two rows display typ-
ical examples of anomalies in synthetic and real data respectively.

5. Results

We evaluate our method for anomaly detection (Sec. 5.1),
pose estimation accuracy (Sec. 5.2), and robustness to varia-
tions in illumination (Sec. 5.3). We conclude by performing
several ablation experiments (Sec. 5.4).

Baselines. We compare our method against OmniposeAD
by Zhou et al. [41] and SplatPose by Kruse et al. [16].
We employ the settings specified in the original articles. To
assess the performance of anomaly detection, we rely on the
common AUROC metric; see Zhou et al. [41] for details.
Following Zhou et al. [41], all training and query images
are downsampled to 400x400 resolution. All experiments
are executed on a single NVIDIA 4090.

Datasets. We conducted experiments with synthetic and
real data. Due to copyright constraints, MAD-Real [41]
did not release sufficient images for training. Hence three
datasets are used: MAD-Sim [41], our synthetic dataset,
and our real dataset.
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Dataset Pixels AUROCY Images AUROCY
OmniAD SplatPose Our | OmniAD SplatPose Our

MAD [41] 98.4 99.0 995| 919 949 974

Our (synt)| 96.9 97.4 99.0| 849 85.9 96.7

Table 3. Anomaly detection; synthetic datasets — Comparisons
of pixel and image-level AUROC on MAD and our dataset (synt).

Objects ‘ Pixels AUROCT Images AUROCYT

" | OmniAD  SplatPose  Our | OmniAD ~ SplatPose ~ Our
Valve 97.3 92.9 99.3 91.7 74.1 98.8
Tube 97.2 99.5 99.6 95.7 81.5 94.7
Cup 92.5 98.8 99.5 63.6 83.1 92.5
USB 96.1 99.1 99.4 51.8 419 55.8
Joint 94.0 99.6 99.7 57.6 100.0 100.0
PaperCup 91.5 98.7 99.1 62.1 71.4 91.1
Lighter 98.5 99.5 99.8 88.0 90.9 99.9
Cube 97.3 99.0 99.3 89.7 93.5 87.7
Lamp 85.5 94.6 95.8 95.6 73.8 95.4
Bolt 95.6 98.0 98.9 90.3 83.5 99.1
Filter 96.6 99.7 99.9 78.7 81.9 97.0
Wand 92.7 98.1 99.6 39.1 76.0 94.4
Wheel 95.6 96.5 97.1 48.1 71.3 94.8
Bearing 97.6 98.1 99.7 90.8 88.5 95.6
MEAN ‘ 94.86 98.01 99.05 ‘ 73.20 79.82 92.63

Table 4. Anomaly detection; our dataset (real) — Quantitative
comparison in terms of pixels/images AUROC. The best results
are color-coded.

Method Pose Estlma.tlon Anomgly Total
Coarse  Fine  Detection
OmniposeAD  4.22 4731 0.17 51.70
SplatPose 3.78 4.45 0.17 8.40
Our method 3.34 3.87 0.21 7.42

Table 5. Computational performance — Quantitative comparison
between three methods in terms of average time (seconds).

5.1. Anomaly detection

Quantitative results — Tables 3 and 4. The average per-
formance of the baselines and our method is reported in
Table 3, while the detailed performance of each object is
provided in the supplemental material. Table 4 provides
a detailed comparison of the three methods on our real
dataset. Experiments on synthetic and real data show that
our method significantly outperforms the other two meth-
ods in pixel-level and image-level AUROC.

Qualitative results — Figure 6. We present qualitative re-
sults on a selection of objects. Our method still accurately
detects anomalies even when the lighting conditions of the
query images differ from those of the training images. This
is thanks to the use of reflectance maps, which find applica-
tion in both the recovery of camera poses (Eq. 5), as well
as for computing more robust anomaly scores (Eq. 8).

Computational performance — Table 5. We also evalu-
ate the computational performance of our method against
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Figure 6. Qualitative comparisons (anomaly detection) — On the left we visualize the reference image (rendered by 3DGS), as well as
the query image with the highlighted anomaly. On the right, we visualize the anomaly detection heat map of the three methods we consider.
The six selected objects include Filter, Wheel, and Valve from our real dataset, as well as Gear, Teapot, and Amphora from our synthetic

dataset.

Figure 7. Importance of pose optimization — Unless images are
accurately registered to each other by our pose refinement strategy,
the localization of anomalies becomes ineffective. From left to
right, the images show the registration result with the initial pose,
the corresponding anomaly heatmap, the registration result with
the optimized pose, and its associated anomaly heatmap.

the baseline methods across three main stages. Splat-
Pose and our method are significantly faster than Omni-
poseAD, thanks to the performance of 3DGS. Furthermore,
our method is slightly faster than SplatPose, thanks to our
MAE filter, and to loss-based early-stopping in the registra-
tion phase (vs. fixed number of iterations).

5.2. Pose estimation — Figure 7 and Table 6

We first demonstrated the importance of pose estimation in
Figure 7. Poor registration adversely affects the anomaly
detection, making pose optimization essential, especially
when the pose of the query image deviates significantly
from those of the training images. We evaluated the
performance of pose estimation in isolation in Table 6.
Sprockets and Amphora are selected from our synthetic
dataset for testing under PAD and PIAD settings respec-
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tively. We recorded the ground truth camera poses for all
the 190 query images and compared the estimated camera
poses to them. The area under the curve (AUC) metric from
the previous study [29] is employed to measure the perfor-
mance of pose estimation. We examine the results of pose
estimation from two aspects: the angular difference in the
camera’s principal axis 6 and the distance difference from
the camera’s optical center d. The average AUC reported
in Table 6 indicates that our method improves the accuracy
of pose estimation, and the improvements are more obvious
for the setting of PIAD.

5.3. Controlled illumination experiments

We investigate the robustness of our method to changes in
illumination. To do so, we selected Amphora and Teapot
from our synthetic dataset, and investigated pixel AUROC
scores under different illumination setups. In more detail,
we focus on illumination direction and intensity.

Ilumination direction — Figure 8 (left). When rendering
query images in Blender [6], we varied the position of the
light source by placing it around the object at uniform an-
gles from 0° to 270° (with 0° corresponding to the lighting
condition used in the training set). Our results show that
under different lighting angles, the pixel AUROC of our
method is lower than the one of baseline methods.

Illumination intensity — Figure 8 (right). We changed il-
lumination intensity by adding a new spotlight with intensi-
ties ranging from OW to 2000W to render the query images,
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Setting | Method AUC@5° AUC@10° AUC@20° | AUC@0.05 AUC@0.1 AUC@0.2
OmniposeAD | 98.65 9932 99.66 92.98 96.49 98.25

PAD | SplatPose 99.29 99.65 99.82 92.34 96.17 98.08
Our method | 99.48 99.74 99.87 95.06 97.53 98.76
OmniposeAD | 27.36 33.14 4724 32.96 38.65 43.59

PIAD | SplatPose 64.11 67.28 71.72 53.18 59.42 64.24
Our method | 65.22 68.09 71.82 58.87 73.64 84.20

Table 6. Pose estimation — Pose estimation results, detailing the average AUC for angular errors at thresholds of 5°, 10°, and 20°, as well
as that for translational errors at distances of 0.05m, 0.10m, and 0.20m.
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Figure 8. Controlled illumination — We compare the robustness
of 411, SplatPose [16], and Ours under different
lighting conditions. We show the impact on AUROC score a we
change lighting direction (left) and intensity (right).

where OW represents the same lighting as in the training
set. As the lighting intensity increased, the pixel AUROC
curve of our method consistently remained stable at around
0.98, while that of OmniposeAD and SplatPose decreased
significantly.

5.4. Ablation studies

We perform our ablation studies on Teapot from our syn-
thetic split, and Wand from our real split. Both objects have
inconsistent illumination between training and testing.

Pose initialization and optimization — Table 7. Our
method utilizes reflectance images for pose initialization
and combines them with color images for pose estimation.
To validate the effectiveness of this strategy, we evaluate
various configurations. Our experimental results confirm
that our chosen setup is optimal.

Weights of pose optimization loss — Table 8. We ana-
lyze the impact of A in (Eq. 5). The best average per-
formance was obtained when A=0.6. This reveals that for
fine-grained registration the high-frequency gradients of the
color channel is still beneficial.

Loss components for anomaly detection — Table 9. We
conducted three ablation experiments on different combina-
tions of color and reflectance features, as shown in Table .
The results demonstrate that the color feature may be more

Pose Initialization Pose Optimization Pixel AUROC Image AUROC

I 1 97.55 87.75
R R 97.55 86.35
I I.R 98.45 88.15
R I,R 98.60 91.10

Table 7. Ablation — on pose initialization and optimization. We
denote the use of color (/) and reflectance (R) images in a module.

A 0 0.3 0.6 0.9 1.0
Pixel AUROC 98.5 98.6 98.6 98.4 98.4
Image AUROC 88.0 91.0 91.1 87.1 88.4

Table 8. Ablation — balance between color and reflectance losses.

Reflectance feature S7  Color feature S Pixel AUROC Image AUROC

v 98.45 88.45
v 98.75 89.80
v v 98.60 91.10

Table 9. Ablation — on loss components for anomaly detection.

accurate at detecting differences at a pixel level, while re-
flectance features offer better detection performance. We
will extend our ablation to the whole dataset to investigate
this further in our supplementary materials.

6. Conclusions

We introduced the Pose and Illumination agnostic Anomaly
Detection (PIAD) problem, establishing a more challenging
and realistic setting for anomaly detection. To support this,
we construct the first dataset specifically designed for PIAD
evaluation, and propose the first baseline to tackle this prob-
lem. Its performance surpasses the current state-of-the-art
methods in both PAD and PIAD scenarios.

There are many incremental research avenues for fu-
ture work, like improving accuracy and performance of our
method, or extending the dataset to a much larger scale.
However, one exciting avenue for future work would be to
extend PIAD from the passive to the active setting, where
an autonomous system can “search” the joint configuration
space of light and observation in order to more effectively
identify anomalies.
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