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Abstract

Neural lossless image compression methods have re-
cently achieved impressive compression ratios by fitting
neural networks to represent data distributions of large
datasets. However, these methods often require complex
networks to capture intricate data distributions effectively,
resulting in high decoding complexity. In this paper, we
present a novel approach named Fitted Neural Lossless Im-
age Compression (FNLIC) that enhances efficiency through
a two-phase fitting process. For each image, a latent vari-
able model is overfitted to optimize the representation of
the individual image’s probability distribution, which is in-
herently simpler than the distribution of an entire dataset
and requires less complex neural networks. Additionally,
we pre-fit a lightweight autoregressive model on a com-
prehensive dataset to learn a beneficial prior for overfit-
ted models. To improve coordination between the pre-fitting
and overfitting phases, we introduce independent fitting for
the pre-fitter and the adaptive prior transformation for the
overfitted model. Extensive experimental results on high-
resolution datasets show that FNLIC achieves competitive
compression ratios compared to both traditional and neural
lossless image compression methods, with decoding com-
plexity significantly lower than other neural methods of sim-
ilar performance. The code is at https://github.
com/ZZ022/FNLIC.

1. Introduction
Image compression is essential for efficient storage and
transmission of images. Various sectors, such as medical
imaging and remote sensing, demand strict standards for
image fidelity. In these fields, lossless compression tech-
niques are critical because they reduce file size without in-
troducing any distortion while meeting the high demands
for accuracy and quality.

Built upon Shannon’s source coding theorem [31], cur-
rent neural lossless compression methods compress images
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via fitting neural networks to represent the distributions of
images from large training datasets. With the effective ar-
chitecture design, they have achieved superior compression
ratios compared to traditional codecs [28, 49]. However,
the complexity of high-dimensional distributions in large
datasets means that current methods require intricate neural
network architectures to effectively represent these distribu-
tions. This reliance on complex architectures results in lim-
ited decoding efficiency and high computational demands,
which limits their practical use.

Recently, an alternative approach for lossy compression
based on overfitting has been introduced [8]. Rather than
fitting for a dataset, these methods optimize for every im-
age. Originally, the distorted image is represented by net-
work parameters that mapped from coordinates to pixel val-
ues. During encoding, network parameters are overfitted to
the image and encoded into the bitstream. Subsequently,
the Cool-Chic series [17, 24, 25] proposes representing the
distorted image via mappings from latent variables to pixel
values, with latent variables encoded using autoregressive
models. In this approach, both network parameters and
latent variables are overfitted and encoded, significantly
improving compression ratios to rival advanced standards
such as VVC [6], while having significantly lower decod-
ing complexity compared with other neural codecs.

Motivated by the success of the Cool-Chic series [17,
24, 25] in lossy compression, we introduce the overfitting-
based method for lossless image compression to offer com-
petitive compression ratios with low complexity. Instead of
representing the distorted image, we represent the image’s
probability distribution through overfitted latent variables
and network parameters. This approach can be viewed as an
overfitted form of the latent variable model, a method com-
monly used in neural lossless compression [27, 34]. Once
the image’s probability distribution is established, the im-
age can be encoded using entropy coding techniques [7, 42].
Since each neural network only needs to represent the dis-
tribution of a single image, rather than a large dataset, the
overall complexity is significantly reduced, resulting in a
more efficient compression process.

However, the network parameters in overfitted latent
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variable models should also be encoded, resulting in a bi-
trate overhead. Consequently, a more complex network in-
creases the bitrate required for encoding these parameters,
which can degrade compression ratios. To enhance the com-
pression ratio of the overfitted model, we propose pre-fitting
a lightweight autoregressive model (ARM) to provide bene-
ficial prior information for overfitted latent variable models,
as this ARM does not add any bitrate overhead when com-
pressing an image.

To coordinate the pre-fitted ARM with overfitted la-
tent variable models, we introduce two simple yet effective
strategies. The ARM is trained with a loss function opti-
mized for compressing images independently, allowing it to
learn a prior distribution of the image. This prior informa-
tion is represented as the image’s distribution parameters.
During overfitting, we then adaptively transform the prior
using an overfitted scale map with a small set of parame-
ters, enabling the model to effectively leverage the prior.

Building on these innovations, we present Fitted Neural
Lossless Image Compression (FNLIC), and evaluate it on
several high-resolution datasets. On the Kodak dataset, FN-
LIC achieves a bitrate reduction of approximately 14.3%
compared to a model without overfitting, while maintain-
ing similar decoding complexity. Compared to other neu-
ral methods, FNLIC offers competitive compression ratios
with significantly lower decoding complexity, boasting ap-
proximately 45× faster decoding inference compared to
similarly performing methods. This efficiency makes FN-
LIC well-suited for applications where images are encoded
once but decoded multiple times.

Our contributions can be summarized as follows:
• We propose overfitting the latent variable model for loss-

less image compression, which simplifies the distribution
the neural network needs to fit, leading to improved effi-
ciency in representing image distributions.

• We introduce a pre-fitted autoregressive model to provide
a beneficial prior for overfitted latent variable models via
independent fitting and adaptive prior transformation, re-
sulting in improved compression ratios.

• The FNLIC codec, which combines the overfitted latent
variable model with the pre-fitted autoregressive model,
achieves competitive compression ratios with low decod-
ing complexity on high-resolution datasets, demonstrat-
ing its high efficiency.

2. Related Work
Neural Lossless Image Compression Several approaches
for neural lossless image compression have been devel-
oped, including autoregressive models (ARMs) [30, 36],
variational autoencoders (VAEs) [21, 27, 34, 35], normal-
izing flows [12, 13, 46, 47], and diffusion models [14, 18].
Each method offers different trade-offs between compres-
sion ratios and computational complexity. The combination

of ARMs and latent variable models (or VAEs) has been
shown to improve efficiency [29, 49]. FNLIC fits into this
combined approach, further enhanced by a two-phase fitting
scheme to improve efficiency.
Content-Adaptive Compression In the lossy compression
domain, test-time optimization has been widely studied.
Many of these coders use latent variable models and fine-
tune models on test data, including both latent variables
[44] and network parameters [38]. However, our approach
differs from these methods. Our work is focused on the
lossless domain, where our model includes an ARM for the
image space. Additionally, we do not employ a fine-tuning
stage; instead, the overfitter is trained from scratch, while
the pre-fitter remains unchanged after its initial training.
Implicit Neural Representations-based Compression
Compression using implicit neural representations (INRs)
is introduced by COIN [8] for lossy compression. In this
approach, a neural network is trained to reconstruct a lossy
image, with the trained network serving as the image’s
representation, which is then encoded into the bitstream.
This method capitalizes on the network’s capacity to learn
compact and efficient image representations. Expanding
on this, Combiner [10] introduces Bayesian INRs, apply-
ing Bayesian principles to constrain the network’s entropy.
Despite these innovations, the performance of INR-based
models remains relatively weak compared to other state-of-
the-art techniques.
Low Complexity Neural Lossless Image Codecs To mit-
igate the issue of large computational complexity and en-
hance the practicality of neural image codecs, several
methods have been proposed. PILC [16] employs a
lightweight ARM in combination with VQ-VAE [37] to
achieve compression speeds comparable to PNG [5] on
high-performance GPUs. LLICTI [15] explores network
and color space designs to enhance compression efficiency.
FSAR [48] introduces finite-state entropy coding to im-
prove the efficiency of autoregressive models. Despite
these improvements, a considerable compression ratio gap
remains when compared to the most advanced traditional
codecs, such as JPEG-XL [2].

3. Method
We now present Fitted Neural Lossless Image Compres-
sion (FNLIC). FNLIC overfits a latent variable model for
each image, enabling effective representation of image dis-
tributions through lightweight neural networks. FNLIC ad-
ditionally employs a pre-fitted lightweight autoregressive
model that provides beneficial prior to enhance the com-
pression ratios. To coordinate the overfitting process with
the pre-fitted model, FNLIC utilizes independent fitting and
adaptive prior transformation strategies. For clarity, Figure
1 illustrates the decoding process, while Algorithm 1 details
the complete encoding procedure.
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Figure 1. The decoding process of FNLIC. First, the network parameter probability is retrieved from the header. Then, the scale map and
network parameters, including the latent ARM and latent decoder, are decoded. Using the latent ARM, the latent variables z are decoded.
Next, the overfit-fitted distribution parameters Θoverfit for the original image are determined by the latent decoder with z as input. Finally,
the original image x is decoded using Θoverfit, the scale map, and a pre-fitted image ARM.

3.1. Background

Neural Lossless Image Compression Lossless compres-
sion relies on entropy coders. Given a symbol s and
its probability p(s), advanced entropy coders, such as
Arithmetic Coding [42] and Asymmetric Numeral Systems
(ANS) [7], can approximately represent the symbol using
− log2 p(s) bits (we omit the base 2 in the following sec-
tions for simplicity).

Current neural lossless image methods use neural net-
works to model the distribution of large datasets. A neural
codec stores a data distribution p(x) through network pa-
rameters, which are shared across all images and incur no
additional bitrate overhead. According to Shannon’s source
coding theorem [31], for a set of images following the dis-
tribution preal(x), the expected average code length is the
cross-entropy Epreal[− log p(x)].

Entropy coders typically operate at the pixel level. The
output from a neural codec is a distribution parameter map
Θ = {θ1, θ2, . . . , θn} (n is the number of the pixel of the
image), which may include parameters like the mean and
scale for a Gaussian distribution. The bitrate for encoding
an image x can be expressed as follows:

C =

n∑
i=1

− log p(xi; θi). (1)

The parameter map has the same dimensions as the orig-
inal image, and each pixel is encoded based on the proba-
bility determined by the corresponding parameter.

Several distribution modeling methods have been pro-
posed. In this paper, we use autoregressive models [36] and
latent variable models [27], which we introduce below.
Autoregressive Model Autoregressive models (ARM) pre-
dict the probability of x as the product of conditional prob-
abilities. The image is divided into several components

{x1, x2, . . . , xn}, with decoding performed component by
component, such as pixel by pixel [36]. The distribution pa-
rameter for each component is derived using an ARM, Φarm,
based on the preceding components, where

θi = Φarm(x1:i−1). (2)

Latent Variable Model In addition to the input image x,
latent variable models utilize latent variables z to provide
auxiliary information for image compression. These mod-
els are also referred to as variational autoencoders [20].
Latent variables can be either stochastic or deterministic.
Stochastic latent variables are sampled from the posterior
distribution. While the former approach can achieve higher
compression ratios, it requires the bits-back coding method
[34], which involves inferring both the latent encoder and
decoder during decoding, and requires initial bits that re-
duce performance when encoding a single image [29].

In contrast, deterministic latent variables do not require
sampling and only necessitate the inference of the latent de-
coder during decoding, making them more suitable for low-
complexity methods [16, 48]. To enhance efficiency, we
use deterministic latent variables in FNLIC, where the dis-
tribution parameters of the image are determined by a latent
decoder Φdec using z as input, where

Θx = Φdec(z). (3)

3.2. Overfitted Latent Variable Model

Current neural image compression methods have achieved
outstanding performance in terms of compression ratios.
However, representing the high-dimensional distribution of
a large dataset is complex, requiring complex neural net-
works. As a result, neural codecs often require high decod-
ing complexity to achieve high compression ratios.
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Algorithm 1 Encoding Process

1: procedure OVERFITTING
2: Input: Φarm,x, x,Training Steps N
3: Output: z, Φarm,z , Φdec, a
4: Θpre ← Φarm,x(x) using Equation 2
5: Initialize z, Φarm,z , Φdec, a
6: for i← 1 to N do
7: Compute l using Equation 7
8: Backward propagation from l
9: Update z, Φarm,z , Φdec, a

10: end for
11: Greedy quantize Φarm,z , Φdec
12: Finetune z
13: return z, Φarm,z , Φdec, a
14: end procedure

15: procedure ENCODING
16: Input: Φarm,x, x, z, Φarm,z , Φdec, a
17: Output: Bitstream B
18: Initialize empty B
19: Write header to B
20: Encode Φarm,z , Φdec, a to B
21: Θz ← Φarm,z(z) using Equation 2
22: Encode z to B using Θz

23: Θpre ← Φarm,x(x) using Equation 2
24: Θoverfit ← Φdec(z)
25: Θx ← a×Θpre +Θoverfit
26: Encode x to B using Θx

27: return B
28: end procedure

To address the issue, we propose using an overfitted la-
tent variable model for lossless image compression, moti-
vated by its success in lossy compression. We draw in-
spiration from the design of C3 [17], a high-performance
overfitting-based lossy codec. We call this overfitted latent
variable model the overfitter.

In our method, the probability is represented at the pixel
level, including red, green, and blue sub-pixels. The prob-
ability of each sub-pixel is modeled by a Logistic distribu-
tion parameterized by the mean µ and scale σ. We adopt
the weak channel-wise autoregression from [30] to model
dependencies in the RGB space as follows:

µr = fr

µg = fg + α · xr

µb = fb + β · xr + γ · xg.

(4)

Thus, the probability of the image is represented by a
9 × H × W parameter map Θ, where each element θ =
{fr, fg, fb, α, β, γ, σr, σg, σb}.

The overfitter represents the overfitted parameters Θoverfit
via multi-resolution latent variables z and a latent decoder
Φdec using Equation 3. The latent decoder includes a
learned upsampler, which upsamples latent variables at dif-
ferent resolutions to match the resolution of the original im-
age, and a synthesizer, which transforms the upsampled la-
tent variables into Θoverfit. Furthermore, a pixel-by-pixel
ARM Φarm,z is employed to establish the distribution of
these latent variables. To encode an image, latent variables
and network parameters should be overfitted to the image
and encoded into the bitstream.

To reduce the complexity of the pixel-by-pixel ARM, we
adopt Finite-State Autoregressive (FSAR) entropy coding
as proposed by [48]. Specifically, we use a second-order

autoregressive Markov model, where the distribution of the
current pixel is determined by the two previously decoded
pixels, as shown in Figure 2. Consequently, the number of
possible inputs for the latent ARM is L2, where L is the
size of the possible values for a latent variable. Therefore,
FNLIC only needs to infer the latent ARM for an L2 input
in parallel, independent of the image resolution. The results
are then used to build a tabled ANS table for fast autore-
gression and entropy coding for the latent variable.

Compared to latent variable models used in dataset-
fitted approaches, overfitted models offer distinct advan-
tages. First, while dataset-fitted latent variables are derived
from the input image, overfitted variables are free to as-
sume any value, resulting in more effective latent variables.
Second, unlike dataset-fitted models, which are not tailored
to the test image, overfitted variables are specifically opti-
mized for each image, which eliminates the domain gap is-
sue. Finally, representing the probability of a single image
is much simpler than modeling the distribution of a large
dataset, resulting in significantly lower complexity.

3.3. Pre-fitted Autoregressive Model

Although overfitting offers several advantages, its compres-
sion ratios are constrained by the need to encode network
parameters. Increasing the number of parameters to achieve
a more precise representation results in a higher bitrate for
these parameters. As a result, more complex neural net-
works may even degrade overall performance.

To further enhance the compression ratios of the overfit-
ters, we leverage dataset-fitted neural lossless compression
models. As discussed in Section 3.1, dataset-fitted methods
achieve strong compression ratios by representing distribu-
tions of large datasets. Therefore, a dataset-fitted model can
provide prior information without any overhead from net-
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Figure 2. The spatial autoregression in FNLIC. Left: Spatial au-
toregression for the image. Right: Spatial autoregression for latent
variables.

work parameters, which can assist in the probability repre-
sentations within the overfitters.

Therefore, we pre-fit an autoregressive model on a com-
prehensive dataset to provide a beneficial prior. Specifically,
we use the probability distribution represented by a param-
eter map, Θpre, as the prior, which can be viewed as a prior
distribution for each image. We refer to this dataset-fitted
model as the pre-fitter. Since our goal is to propose an effi-
cient codec, we employ a lightweight ARM with fast decod-
ing speed. For this, we use the popular four-step checker-
board autoregression [11], paired with a small network ar-
chitecture, as shown in Figure 2. The image is split into
four sub-images, with the distribution parameters for each
current sub-image produced by a neural network, Φarm,x,
as described in Equation 2. To model the first sub-image’s
distribution, we also learn a set of distribution parameters
shared by all pixels within this sub-image.

3.4. Coordinating the Pre-fitter and the Overfitter

With the introduction of the pre-fitter, a key challenge is
how to coordinate the pre-fitter and overfitter, specifically
addressing: 1) how to fit the pre-fitter to learn a beneficial
prior, and 2) how the overfitter should use the prior distribu-
tion parameters Θpre. Surrogate models are frequently used
in such scenarios. For example, in pre-processing for tradi-
tional codecs, surrogate codecs are often employed to simu-
late traditional codecs and provide gradients [9]. Applied to
our method, a straightforward approach would be to use a
surrogate latent variable model to fit the pre-fitter. However,
this approach is suboptimal. The issue stems from the mis-
match between dataset-fitted and overfitted latent variable
models [44]. The latent variables in the pre-fitting stage
differ significantly from those in the overfitting stage, mak-
ing the prior parameters unsuitable for use in this way. As
shown in Table 3, this strategy can occasionally result in a
performance drop.
Independent Fitting To address the first problem, we pro-
pose an effective fitting method for the pre-fitter. Our goal
is to accurately represent the image’s probability using the
probability parameter Θ. If the pre-fitted probability pa-
rameter is accurate on its own, as reflected by a low bitrate
(Equation 1), it can assist the overfitter. Therefore, we in-
dependently fit a convolutional ARM Φarm,x to learn gen-

eralizable priors [45] using the loss of encoding the image
solely with Θpre, where

Φarm,x = arg min
Φarm,x

Epreal[− log p(x; Θpre)]. (5)

Adaptive Prior Transformation To address the second
problem, we propose a strategy for the overfitters to obtain
the distribution parameter Θ, where

Θ = a×Θpre +Θoverfit. (6)

We adaptively transform the prior Θpre by introducing a
scale map a. The scale map a is fitted during overfitting. We
consider two special cases: 1) a = 1, where our method is
similar to predictive coding in traditional codecs. The pre-
fitter provides a good initial performance, while the over-
fitter represents the residual of the distribution parameters.
2) a = 0. Since the pre-fitter is trained without awareness
of the overfitter, it may reduce the effectiveness of the over-
fitter for certain images and degrade performance. Setting
a = 0 can address this issue by eliminating the influence
of the pre-fitter when it is not beneficial, thereby improving
performance. In other cases, the scale map can adaptively
adjust the prior probability to better suit the overfitter. The
scale map is represented by 36 parameters—9 for each of
the 9 distribution components of Θ—and is applied sepa-
rately to each of the four sub-images, considering that each
sub-image has a different amount of context.

This simple form has several advantages. First, it is
lightweight, with negligible computational and bitrate costs.
Second, it is easy to optimize. We experimented with more
complex methods, but these resulted in degraded perfor-
mance, likely due to optimization difficulties [43].
Loss Function The loss function is formulated as follows:

l = − log p(x; Θx)− log p(z; Θz). (7)

4. Experiments

4.1. Experimental Setup

Training Settings Following L3C [27], we train our pre-
fitter on a subset of the Open Images dataset [23], which
includes approximately 360K images. The images are se-
lected and preprocessed in the same way as in L3C. During
training, we randomly crop images to a size of 128×128
pixels per step, with a batch size of 96. The initial learn-
ing rate is set to 0.0005, and we train for 30 epochs, de-
caying the learning rate by 0.75 every five epochs. We use
the Adam optimizer [19]. It takes approximately two days
to use two 1080Ti GPUs for training. Details on the ar-
chitecture of the pre-fitter and overfitter are provided in the
supplementary material.

23253



Table 1. Compression ratios in BPD for three datasets and decoding complexity in terms of inference time, where lower values indicate
better performance. The best performance is highlighted in bold. Dec. Inf T. denotes decoding inference time. The first group includes
traditional codecs, and the second group includes neural codecs. The inference time is measured on the Kodak dataset where the image
resolution is 768×512.

Method Compression Rate (Bits Per Dimension) Dec. Inf. T. (ms)

Kodak CLIC2024 DIV2K Histo24 LoveDA24 Doc24 GPU CPU

PNG [5] 4.50 4.15 4.27 4.58 4.49 4.75 - -
JPEG-LS [41] 4.36 3.89 3.99 4.24 4.18 4.72 - -
JPEG2000 [32] 3.30 3.14 3.13 4.43 3.65 2.53 - -
WebP [40] 3.18 3.02 3.11 4.21 3.48 2.88 - -
FLIF [33] 2.90 2.83 2.91 4.05 3.50 2.54 - -
JPEG-XL [2] 2.87 2.76 2.79 4.08 3.32 2.30 - -

L3C [27] 3.25 3.11 3.09 4.53 3.69 3.26 45 1176
PILC [16] - - 3.41 - - - - -
LLICTI [15] 3.01 2.82 2.79 4.22 3.49 2.87 49 1325
LC-FDNet [28] 2.93 2.69 2.71 4.12 3.34 2.72 607 14903
DLPR [3] 2.86 2.51 2.55 4.12 3.27 2.68 1613 42212
ArIB-BPS [49] 2.78 2.48 2.55 3.95 3.23 2.62 13374 344488
FNLIC (ours) 2.88 2.68 2.75 3.86 3.30 2.22 13 221

Test Datasets We evaluate our method on six high-
resolution datasets: Kodak [22], CLIC2024 validation1,
DIV2K validation [1], ANHIR [4], LoveDA [39], and the
Rumsey Validation Data for ICDAR’24 MapText Competi-
tion2. The first three datasets consist of natural images shar-
ing similar domains with our training data: Kodak contains
24 images at 768×512 resolution, while CLIC2024 valida-
tion includes 30 images and DIV2K validation provides 100
images, both with approximately 2K resolution.

The latter three datasets represent out-of-domain (OOD)
scenarios: ANHIR features medical histology images,
LoveDA comprises remote sensing imagery, and the Rum-
sey Validation Data contains historical document images
from the ICDAR’24 MapText Competition. Follow-
ing DLPR [3], we generate evaluation subsets by ran-
domly sampling 24 non-overlapping 768×512 patches from
each OOD dataset, constructing three datasets (Histo24,
LoveDA24, and Doc24).

4.2. Compression Performance

We compare FNLIC with both traditional and advanced
neural compression methods. For FNLIC’s compression ra-
tios, we measure the encoded file size including header in-
formation. Compression ratios for compared methods are
obtained from original publications when available, other-
wise evaluated through open-source implementations. All
measurements are reported in Bits Per Dimension (BPD).

To assess decoding complexity, we employ inference
time as our metric. Evaluations are conducted on two hard-
ware platforms: an NVIDIA GeForce 1080Ti GPU and an

1https://www.compression.cc/
2https://zenodo.org/records/11516933

Intel Xeon E5-2637 v4 @ 3.50GHz CPU. Inference time
measurements are performed on the Kodak dataset through
five repeated trials, with results presented in Table 1.

The results demonstrate that FNLIC achieves competi-
tive compression ratios. It outperforms JPEG-XL, the state-
of-the-art traditional method, on the CLIC2024, DIV2K,
and all OOD datasets, while showing slightly inferior per-
formance on the Kodak dataset. Furthermore, FNLIC main-
tains comparable compression performance to advanced
neural methods.

FNLIC’s primary advantage lies in decoding efficiency.
Compared to L3C and LLICTI, it achieves superior com-
pression ratios with significantly faster inference speeds -
over 3× faster on GPU and more than 5× faster on CPU.
While matching LC-FDNet’s compression performance,
FNLIC requires substantially lower decoding complexity,
demonstrating more than 45× speed improvement on GPU
and over 60× improvement on CPU. Although DLPR and
ArIB-BPS achieve better compression ratios, they exhibit
decoding times exceeding two orders of magnitude longer
than FNLIC. These findings confirm FNLIC’s efficiency in
both compression performance and decoding speed.

Additionally, FNLIC demonstrates superior generaliza-
tion capability. Through test-specific overfitting, it effec-
tively handles diverse domains, whereas methods relying
solely on pre-trained models show performance degrada-
tion on OOD images. For instance, LC-FDNet - which sur-
passes JPEG-XL on 2 out of 3 in-domain datasets - fails to
outperform JPEG-XL on any OOD dataset, whereas FNLIC
maintains its advantage over the traditional method.
Encoding Complexity Similar to other overfitting-based
methods, FNLIC incurs substantial computational overhead
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Table 2. Ablation for the effectiveness of overfitting and pre-fitting
on the Kodak dataset.

Overfit Pre-fit BPD GPU (ms) CPU (ms)

✓ ✓ 2.88 13±0.2 221±20.0
✓ 2.93 8±0.1 178±17.8

✓ 3.36 12±0.1 209±18.6

during encoding. Processing a 768×512 image requires
approximately 44 seconds per 1,000 optimization itera-
tions, with a complete encoding process typically requir-
ing about 140K iterations. A practical strategy for accelera-
tion involves reducing the number of training iterations. As
demonstrated in the supplementary material, FNLIC main-
tains comparable performance with substantially fewer op-
timization steps. Detailed analysis of encoding complexity
considerations is provided in the supplementary material.

4.3. Ablation Studies

We conduct three ablation studies on the Kodak dataset to
demonstrate the effectiveness of the overfitting, pre-fitting
components, and coordinating strategy in FNLIC.

4.3.1 Effectiveness of Overfitting

First, we evaluate the impact of overfitting by using a model
without overfitting. The architectures of the image ARM
and latent decoder are identical to those in FNLIC. To ob-
tain latent variables, we employ a latent encoder, simi-
lar to those in popular latent variable models, which ex-
tracts latent variables by transforming the original image.
To ensure sufficient capacity, the latent encoder is signifi-
cantly more complex than the latent decoder. In this setup,
the ARM and latent variable models are coordinated as
Θ = Θpre +Θoverfit. We also visualize the upsampled latent
variables generated by the upsampler in the latent variable
models, as well as the image bitrate and bitrates for each
latent variable resolution, in Figure 3.

As shown in Table 2, the overfitting stage provides a sig-
nificant compression ratio gain, with a 0.48 BPD improve-
ment, albeit with a slight increase in inference time. The
difference in inference time between using and not using
overfitting lies in the handling of the latent ARM. FSAR
utilizes a latent ARM that pre-calculates all possible in-
puts. For FNLIC, however, the latent ARM inference must
be performed for each image, as it varies across images.
For dataset-trained latent ARMs, pre-calculation and stor-
age are possible, eliminating the need for its inference.

The performance gain can be attributed to the optimiza-
tion of the latent variable models. As shown in the first
and second rows of Figure 3, overfitting enables the latent
variables to learn more effective representations. This ef-

fectiveness can be understood from two perspectives. First,
overfitting reduces several gaps between dataset-fitted la-
tent variables and the optimal latent variables, as discussed
in [44]. Second, in the combination of ARM and latent vari-
able models, posterior collapse [26] may occur, where non-
useful latent variables are learned. This effect is visible in
the first and third levels of Figure 3 for the dataset-fitted
model, while it is absent in the overfitted model.

4.3.2 Effectiveness of Pre-fitting

Additionally, we assess the influence of the pre-fitted ARM
by removing it and using only the overfitted latent variable
model to encode the image.

As illustrated in Table 2, the introduction of the pre-fitter
results in approximately a 0.05 BPD improvement in com-
pression ratio, with an increase in inference time of 63%
on a GPU and 24% on a CPU. Given that low-complexity
methods are primarily suited for weaker devices, such as
CPUs, and that inference time on GPUs is already fast, this
trade-off is acceptable. Furthermore, despite the increased
complexity, FNLIC still maintains very low decoding com-
plexity compared to existing methods.

As discussed in Section 3.3, the compression ratio of the
pure overfit-fitter is constrained by the bitrate of parame-
ters, which is effectively improved by introducing the pre-
fitter. Figure 3 further demonstrates the effectiveness of the
pre-fitter: the pre-fitted ARM reduces the bitrate of latent
variables, particularly at the first level, with a relatively mi-
nor increase in the bitrate of the original image, thereby re-
ducing the overall bitrate. The first-level latent variables
capture local data modalities, as they share the same resolu-
tion as the original image. In previous dataset-fitted meth-
ods combining ARM and latent variable models, ARMs are
used to learn these local data modalities [29]. Thus, the
pre-fitter provides this information, significantly reducing
the bitrate of related latent variables.

4.3.3 Effectiveness of the Coordination Strategy

Finally, we validate the effectiveness of our two proposed
coordination strategies, as shown in Table 3, by examining:
1) whether to fit the pre-fitter independently, and 2) whether
to adaptively transform the prior using an optimized scale
map, with a fixed to 1 for comparison.

As illustrated in Table 3, our coordination strategy
demonstrates the highest effectiveness. Specifically, as
shown in row 2, the straightforward approach of using a
surrogate latent variable model to fit the pre-fitter and fus-
ing them with the same method (i.e., Θ = Θpre + Θoverfit)
does not lead to improved performance when compared to
using the overfitter alone. Furthermore, only 10 out of 24
images display enhanced performance, suggesting that the
mismatch between the dataset-fitted and overfitted latent
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2.059 0.369 0.221 0.044 0.01

2.246 0.071 0.168 0.035 0.008

3.259 0.005 0.095 0.0 0.013

1 × 1 × 2 × ↓ 4 × ↓ 8 × ↓

Figure 3. Visualization of the learned latent variables with upsampling and their bit rates. The first row demonstrates the resolution. For
better visualization, the value are normalized to [0,1]. In the fisrt column, we also list the bitrate for representing the original image. Top:
FNLIC. Mid: FNLIC Without Overfitting. Bottom: FNLIC Without Pre-Fitting.

Table 3. Ablation study on the effectiveness of the coordination
strategy. ‘Independent’ indicates that the surrogate overfitter is not
used during training. ‘Transformation’ denotes the use of the scale
map to transform the prior. ‘Improve Num’ indicates the number
of images (out of 24 test images) that show improved performance
compared to using the overfitter alone.

Independent Transformation BPD Improve Num

✓ ✓ 2.88 22
2.93 10

✓ 2.91 16
✓ 2.89 20

variable models has a negative impact on the performance
of many images.

However, as shown in row 4, introducing the scale map
to adaptively utilize the prior from the pre-fitter achieves
better compression ratios, highlighting the effectiveness of
the scale map. Further evidence is provided in rows 1 and 3.
Notably, rows 1 and 4 also show that a pre-fitter without la-
tent variable awareness demonstrates superior performance,
suggesting that it learns more beneficial prior information.

The effectiveness of the adaptive prior transformation is
further validated by the number of images with improved
compression ratios. The adaptive prior transformation can
adjust the prior from being potentially harmful to beneficial,
thereby enhancing overall performance. The number of im-
ages with improved compression ratios increases from 16 to
22 when using the independently fitted pre-fitter, and from
10 to 20 with the alternative approach.

5. Conclusions and Limitations

Conclusions We have proposed Fitted Neural Lossless Im-
age Compression (FNLIC) for efficient lossless compres-
sion. FNLIC employs an autoregressive model pre-fitter,
trained on a large dataset to learn generalizable priors,
which are utilized for every test image. During encoding, a
latent variable model is overfitted for each image, enabling
adaptive optimization of the latent variables. We have also
proposed independent fitting and adaptive prior transfor-
mation for the coordination of the pre-fitter and the over-
fitter. On several high-resolution image datasets, FNLIC
demonstrates competitive compression ratios with signifi-
cantly lower decoding complexity compared to other neural
lossless image compression methods. FNLIC also demon-
strates high generalization ability.

Limitations FNLIC has high encoding complexity, making
it unsuitable for scenarios requiring fast encoding, such as
real-time communications. This high complexity is primar-
ily due to the overfitting process required for each image.
A potential solution is the use of more efficient optimiza-
tion methods that can reduce the time required for encod-
ing without compromising compression performance. Ad-
ditionally, the bit rate of the network parameters is not op-
timized during the encoding process. This becomes a sig-
nificant drawback when dealing with images of small res-
olution, as the network’s bit rate can occupy a substantial
portion of the total bit budget, thereby diminishing overall
performance. To extend FNLIC for low-resolution images,
efficient strategies for network bitrate optimization should
be explored in the future work.
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