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Abstract

Dataset distillation aims to synthesize a small, information-
rich dataset from a large one for efficient model training.
However, existing dataset distillation methods struggle with
long-tailed datasets, which are prevalent in real-world sce-
narios. By investigating the reasons behind this unexpected
result, we identified two main causes: 1) The distillation
process on imbalanced datasets develops biased gradients,
leading to the synthesis of similarly imbalanced distilled
datasets. 2) The experts trained on such datasets perform
suboptimally on tail classes, resulting in misguided dis-
tillation supervision and poor-quality soft-label initializa-
tion. To address these issues, we first propose Distribution-
agnostic Matching to avoid directly matching the biased ex-
pert trajectories. It reduces the distance between the student
and the biased expert trajectories and prevents the tail class
bias from being distilled to the synthetic dataset. Moreover,
we improve the distillation guidance with Expert Decou-
pling, which jointly matches the decoupled backbone and
classifier to improve the tail class performance and initial-
ize reliable soft labels. This work pioneers the field of long-
tailed dataset distillation, marking the first effective effort
to distill long-tailed datasets. Our code will be made public
at https://github.com/ichbill/LTDD.

1. Introduction
Dataset distillation (DD) [4, 13, 28] aims to synthesize
small and high-quality data summaries which contain the
most important knowledge from a given target dataset [35].
Such a compact data summary offers numerous advantages,
including faster model training, reduced memory consump-
tion, and greater flexibility for various tasks [48], such as
continual learning [31], neural architecture search [27], and
knowledge distillation [15]. Various types of dataset distil-
lation methods have been developed, including performance
matching methods [30, 32, 50], parameter matching meth-
ods [13, 28, 46], representation matching methods [38, 47]
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Figure 1. Performance comparison on CIFAR-10-LT. Existing
Dataset Distillation methods exhibit degraded performance when
applied to imbalanced datasets, especially when the imbalance
factor increases, whereas our method provides significantly bet-
ter performance under different imbalanced scenarios.

and generative-based methods [12, 40]. Currently, parame-
ter matching methods have demonstrated significant perfor-
mance improvements across various datasets.

Research on dataset distillation has predominantly fo-
cused on uniformly distributed datasets, such as CIFAR10,
CIFAR100 [22], and TinyImageNet [24]. However, in real-
world applications such as medical image diagnosis [19],
training samples typically exhibit a long-tailed class distri-
bution [45]. In these scenarios, a small number of classes
(head classes) have a large number of samples, while the
majority of classes (tail classes) have only a few samples.
Motivated by this discrepancy and the desire for practical
application, we are interested in the novel task of long-
tailed dataset distillation (LTDD). LTDD aims to distill a
long-tailed target dataset into a small and uniformly dis-
tributed synthetic dataset, where models trained on this dis-
tilled dataset can achieve satisfactory performance on the
uniformly distributed test set.

Nevertheless, distilling long-tailed datasets presents sig-
nificant challenges, as the effectiveness of current dataset
distillation methods diminishes when applied to such imbal-
anced distributions. As shown in Figure 1, we find that the
performance of different dataset distillation methods con-
sistently decreases as the degree of imbalance increases.
The degree of imbalance is quantified by the imbalance fac-
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Figure 2. Relationship of classifier weights and class-wise ac-
curacy. We reveal that classifiers generated by existing dataset
distillation methods often exhibit imbalanced distributions, result-
ing in poor performance on tail classes. In contrast, our method
produces balanced classifiers, thereby enhancing overall accuracy.

tor, which is a commonly used metric to characterize the
extent of imbalance [23]. The larger the imbalance fac-
tor is, the more imbalanced the dataset is. When the im-
balance factor is large, popular dataset distillation methods
may even perform worse than random selection (e.g. DATM
can only achieve 40.1% accuracy when the imbalance factor
ω = 200, while random selection can achieve 49.9% accu-
racy). As shown in Figure 2, the performance degradation
is concentrated in the tail classes. We attribute these perfor-
mance failures to two key aspects of the learning procedure
in long-tailed dataset distillation:
(1) During distillation, the weight distributions of the stu-
dent and expert diverge, resulting in less informative tail
class samples. Specifically, though the expert is trained on
an imbalanced dataset, the student learns on a balanced one,
resulting in differently distributed model weights. Such a
discrepancy introduces controversy in the bi-level optimiza-
tion objective, causing the distillation process to addition-
ally focus on matching the data quantity distribution. Con-
sequently, the tail classes of the distilled dataset contain sig-
nificantly less useful information than the head classes, de-
spite each class having the same number of samples.
(2) The expert models yield suboptimal performance on the
tail classes. Concretely, the expert is biased toward the head
classes when trained on imbalanced datasets [1, 49], result-
ing in degraded tail class accuracy. Since the student’s per-
formance is upper-bounded by that of the expert, the expres-
siveness of the distilled dataset is consequently restricted.
Additionally, the image labels are obtained via the expert’s
prediction logits [13]. As the expert is biased toward the
head classes, the prediction logits for the tail classes are,
therefore, less reliable and confident.

To address the aforementioned issues, we propose
a trajectory-matching approach named Distribution-
agnostic Matching with Expert Decoupling. Firstly, the
student model is trained via a Distribution-agnostic Match-
ing (DAM) strategy, which consists of a loss designed for
matching experts trained on long-tailed data. Specifically,
when training the student model on the balanced synthetic

dataset, we mimic the procedure of training a model on an
imbalanced dataset to reduce the distance between the stu-
dent and the biased expert trajectories. Secondly, to mitigate
the poor performance of the expert model and to enhance
the overall distillation performance, an Expert Decoupling
(ED) strategy is also proposed. In practice, we train repre-
sentation experts and classification experts in a decoupled
manner [20] to improve the performance of experts. We
jointly match with the backbone layers of the representation
experts and the classifier layers of the classification experts
simultaneously. We use classification expert models to gen-
erate soft labels with high confidence for all classes.

This work pioneers the field of long-tailed dataset distil-
lation as the first successful effort in this area. Our exper-
iments on four long-tailed datasets, conducted under vari-
ous imbalance factors and images-per-class (IPC) settings,
demonstrate the effectiveness of our method. We show that
our method is able to achieve state-of-the-art performance
across different dataset distillation baselines.

2. Long-tailed Dataset Distillation
2.1. Problem Formulation
Assume we are given a long-tailed target training dataset
D = {(xi, yi)}|D|

i=1 with C classes, where y → {0, . . . , C ↑
1}. Denote the subset of images belonging to class c as Dc,
then |D0| > |D1| > ··· > |DC→1| and |D0| ↓ |DC→1|. De-
note the test dataset as T = {(xi, yi)}|T |

i=1 and is balanced.
Our goal is to generate a small dataset S = {(x̂i, ŷi)}|S|

i=1,
where |S| ↔ |D| and |S0| = |S1| = · · · = |SC→1|, so that
models trained on S perform optimally on the test set T .

Typical dataset distillation methods [4, 6, 13, 28] use
the following procedure to optimize S: First, train an ex-
pert model MD on D with acceptable performance. Then
initialize S by randomly selecting images from D or with
Gaussian noise, and predict the corresponding (soft) labels
using MD. A student model MS is then trained based on
S , and the distilled image set S is optimized by minimizing:

L(S) = ||F(MD;D)↑ F(MS ;S)||p (1)

where F are model characteristics that can be used for
matching, such as feature distributions [41], gradients [21],
or training trajectories [4, 13]. Trajectory matching [4,
10, 13] matches the student model trained on the distilled
dataset with the expert model trajectories trained on the
original dataset, providing an impressive performance, and
the matching loss is formulated as:

Lmatch(ε̂t+N , ε↑t+M , ε↑t ) =
↗ε̂t+N ↑ ε↑t+M↗22
↗ε↑t ↑ ε↑t+M↗22

, (2)

where ε↑t and ε↑t+M are the expert parameters on epoch t

and t + M . ε̂t+N is the student parameter obtained in the
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(b) training trajectory of traditional DD
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(c) training trajectory of our method
Figure 3. Effect of biased expert. (a) An expert trained on an imbalanced dataset leads to increasingly imbalanced weight gradients
over classes. (b) Existing dataset distillation methods [4, 13] are ignorant of the distribution gap between St and D. This causes the
student gradient imbalance to increase in each step. If we match such trajectories, the synthetic dataset will be updated by the increasingly
imbalanced gradients over classes, and the model trained on this synthetic dataset is highly biased. (c) With Distribution-agnostic Matching,
the increasingly imbalanced gradients over classes will be re-weighted, such that the student model is updated with balanced gradients.
inner optimization updated using the cross-entropy loss.

In Section 2.2, we first discuss why such a formulation in
Equation 1 is unreasonable for a long-tailed target dataset.
Then we propose Distribution-agnostic Matching to miti-
gate the negative impact of the long-tailed distribution. To
further enhance the distillation performance, an Expert De-
coupling strategy is proposed in Section 2.3, aiding our
method to achieve improved and even lossless performance.

2.2. Distribution-agnostic Matching
Influence of long-tailed distribution. By extending Equa-
tion 1 to the whole distillation process, a single step of the
synthetic dataset optimization can be formulated as:

St+1 = argmin
St

||εD ↑ argmin
ωt
S

L(εtS ,St)||p, (3)

where εtS is the student model parameter at epoch t and L is
the cross-entropy loss based on the student model parameter
and the synthetic dataset St. εD is the expert model param-
eters trained on D and is determined before distillation. p is
the factor for Lp norm and usually takes the value of 2.

Equation 3 is an embedded optimization problem in
which the inner loop is performed first. This implies that
St is updated to train a εtS that can match the fixed εD as
much as possible. We see that εtS is an important inter-
mediate that connects the synthetic dataset and the target
dataset. Under the setting that the target dataset D is imbal-
anced, the weights in εD for different classes follow an im-
balanced distribution and are fixed during distillation. Then
the outer loop in Equation 3 would force εtS to produce an
imbalanced distribution similar to εD. As illustrated in Fig-
ure 3(a) and (b), the student is forced to mimic the expert
during distillation, so that its weight distribution in different
classes gradually becomes imbalanced.

However, the outer loop in Equation 3 aims to find a valid
St rather than a proper εtS . Thus, St is optimized to resem-

ble the training behavior of D. Although the tail class per-
formance on the long-tailed dataset D is poor, this causes
the tail classes of distilled St to similarly contain much less
useful information than the head classes, even though it is
uniformly distributed. As a result, Equation 3 proactively
distills less information from tail classes, making the distil-
lation process more biased towards head classes.
Distribution-agnostic Matching. As discussed above,
matching the student network with an expert trained on an
imbalanced dataset could lead to severe flaws in the syn-
thetic dataset S , where the tail classes are unfortunately
distorted. Ideally, we would like S to be a compact data
summary such that every distilled image is meaningful and
useful. However, such a dataset yields a student model with
a balanced distribution (as shown in Figure 4 left), which
mismatches the expert. This raises an interesting question:
how can we preserve tail class information in the distilled
dataset while avoiding the weight mismatching?

A key insight is to weaken the relationship between
the data distribution and the weight distribution. In
other words, we aim to prevent weight distribution mis-
matches from impacting dataset optimization. To achieve
this, we propose Distribution-agnostic Matching, which
seeks to align the gradient distributions of the student and
expert without altering the distilled dataset. Practically, we
modify the student training procedure to absorb the effect
of weight imbalance by deliberately making εtS imbalanced.
Inspired by the Balanced Softmax loss [34], we propose a
long-tailed distributed loss to aid student training:

Lc(L,y, s) = ↑ 1

n

n∑

i=1

g(syi) · logP (Li,yi), (4)

where

P (Li,yi) =
eLi,yi→ε log(syi )

∑C
j=1 e

Li,j→ε log(sj)
. (5)
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in information
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Figure 4. Comparison of the internal loop between traditional DD methods and ours. The expert model MD is trained on a long-tailed
dataset, leading to biased weights. Left: For traditional DD methods, directly matching with these weights causes large information loss
in the tail classes. The backward propagation updates this imbalance from the expert trajectories to the synthetic dataset. Right: With
Distribution-agnostic Matching, the gradients are obtained via Lc, which revises the student weight for matching in the internal loop. This
mitigates the distance between the student weight and the expert trajectory to reduce the influence of imbalance on the synthetic dataset.

In the above equations, L is the student model logits, n
is the number of samples in the distilled dataset, y is the
ground-truth label, syi is the number of samples in the long-
tailed dataset for class yi, g(·) normalizes syi , and ϑ is used
for smoothing the predictions.

The proposed loss is designed to support student model
training during distillation by reducing the dependency of
the weight distribution on the data distribution, thereby
“mimicking” the training behavior on long-tailed datasets.
Classes with more samples contribute more significantly to
the loss, simulating a long-tailed training gradient for the
student network during matching. This approach helps to
minimize the trajectory differences between the student and
expert networks caused by distribution mismatches between
the target and distilled datasets. The right plot in Figure 4
illustrates the design and effect of our method.

2.3. Improved Guidance with Expert Decoupling

Unlike experts trained on balanced target datasets, the ex-
perts trained on long-tailed datasets are less effective for
guiding the dataset distillation process. Specifically, when
adopting typical dataset distillation methods, the long-tailed
experts perform poorly on tail classes, degrading student
performance on these classes and leading to unreliable ini-
tial soft labels. This degraded student performance restricts
the effective learning of synthetic tail-class images, while
the unreliable labels introduce misleading information and
provide weak supervision.

In the conventional dataset distillation process, soft la-
bels are assigned to initialized synthetic images based on
the probability output of the expert model [13]. We found
that soft-label predictions from long-tailed experts are dis-
tributed differently compared to those from balanced ex-
perts. As visualized in Figure 5, while the head class soft
labels predicted by the balanced expert have similar con-
fidence values with tail classes (0.88 and 0.89), the long-

Figure 5. Soft-label initialization on CIFAR-10-LT. We visu-
alize the average predictive confidence of experts on different
classes. For traditional DD, while the soft labels can be initial-
ized well on head classes, they are predicted poorly on the tailed
classes, leading to insufficient supervision.

tailed expert predictions between head and tail classes differ
drastically. Whereas the head class confidence value can be
as large as 0.97, the confidence value of the tail class is sur-
prisingly small (0.38). Such a confidence discrepancy leads
to less effective learning in tail classes than in head classes.
Moreover, for tail classes with a low number of samples,
the number of samples with high confidence is reduced and
leads to the diversity decrease of the dataset initialization.

Decoupled training [20] is a widely used technique to al-
leviate the prediction bias introduced by imbalanced data.
It consists of two stages: representation learning and clas-
sifier fine-tuning. At the representation learning stage, the
entire model is trained on the original dataset D. At the
classifier fine-tuning stage, the backbone of the model is
frozen, and only the classifier of the model is trained on a
balanced dataset B, which is created from D via oversam-
pling or undersampling. However, the integration of this de-
coupling approach with dataset distillation is not trivial, as
it requires careful alignment of the student model with the
expert model. To effectively utilize the idea of Expert De-
coupling, we propose a two-step strategy to improve teacher
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Dataset CIFAR-10-LT

Imbalance Factor 10 50 100 200
IPC 10 20 50 10 20 50 10 20 50 10 20 50

Random 32.5±2.2 39.6±0.9 51.9±1.5 33.2±0.4 42.0±1.3 51.6±1.3 34.4±2.0 41.4±0.7 52.6±0.5 32.5±0.8 42.2±1.1 49.9±1.4
K-Center Greedy [36] 21.9±0.8 24.2±0.8 31.7±0.9 17.8±0.2 20.8±0.5 26.1±0.2 16.2±0.5 19.0±1.0 24.2±1.2 16.8±0.3 17.5±1.4 22.6±1.6
Graph-Cut [17] 28.7±0.9 34.2±1.0 40.6±1.0 24.2±0.7 28.6±0.8 33.9±0.4 22.9±0.9 26.0±0.5 33.3±1.0 22.3±0.9 25.2±0.5 29.2±0.4

DC [46] 37.9±0.9 38.5±0.9 37.4±1.4 37.3±0.9 38.8±1.0 35.8±1.2 36.7±0.8 38.1±1.0 35.3±1.4 35.6±0.8 35.7±0.9 33.3±1.4
MTT [4] 58.0±0.8 59.5±0.4 62.0±0.9 45.8±1.4 49.9±0.8 53.6±0.5 37.7±0.6 41.6±1.1 47.8±1.1 N/A 22.6±1.0 23.9±0.8
DREAM [28] 34.6±0.6 42.2±1.5 50.5±0.7 30.8±0.6 38.4±0.3 45.5±0.9 30.8±1.7 34.9±0.8 42.2±0.8 32.7±1.3 32.4±0.3 38.9±0.4
IDM [47] 54.8±0.4 57.1±0.3 60.1±0.3 51.9±0.7 53.3±0.6 56.1±0.4 49.8±0.6 50.9±0.5 53.1±0.4 47.0±0.5 48.1±0.5 49.9±0.3
Minimax [12] 29.2±0.5 28.5±0.6 39.9±0.1 18.4±0.3 22.5±0.2 25.2±0.2 19.9±0.4 23.3±0.2 28.0±0.6 19.1±0.4 20.5±0.2 22.7±0.3
DATM [13] 57.2±0.4 60.4±0.2 66.7±0.6 41.6±0.2 43.4±0.3 50.3±0.2 37.3±0.2 38.9±0.1 44.3±0.1 N/A 34.8±0.1 40.1±0.2
Ours 58.1±0.3 63.0±1.0 70.5±0.4 54.2±1.0 59.4±0.7 65.8±0.2 53.4±0.1 58.2±0.6 64.0±0.9 52.2±0.6 56.6±0.4 62.3±0.3
Full Dataset 76.7±0.3 69.8±0.3 66.2±0.4 62.1±0.4

Table 1. Quantitative comparisons with the SOTA methods on CIFAR-10-LT. Our method outperforms all existing approaches, and
can even achieve lossless performance under certain settings. Performance is evaluated under various imbalance factors. As the first to
explore long-tailed dataset distillation, all experiments are conducted using open-source code. N/A indicates distillation failure.

guidance for student training.
Firstly, we train two types of experts in a decoupled man-

ner. The representation expert with parameter εD is ob-
tained from the representation learning stage, and the clas-
sifier expert with parameter εB is obtained from the clas-
sifier finetuning stage. Since the classifier experts are not
biased and are able to provide more accurate classification,
we use the classifier experts εB for the synthetic dataset S
initialization. Specifically, we use the logits Li = εBxi to
initialize soft labels, with softmax(Li) as the label of xi,
and then sample from D to initialize S .

Secondly, we match the teacher expert’s training trajec-
tory with the student’s in an adaptive manner. Since the rep-
resentation expert learns the image features from the origi-
nal dataset D but fails to classify with biased classifiers [20],
we skip matching the classifier layer when matching the
student network trained on the synthetic dataset with the
representation expert. On the contrary, the classifier expert
MB only trains the classifier layer, so we also only train the
student classifier layer and only match the classifier layer
during the classifier matching. During the whole matching
process, we jointly match the representation trajectory and
the classifier trajectory using the following loss:

L =ϑrepLmatch(ε̂t+N , εD↑
t+M , εD↑

t )

+ ϑclsLmatch(ε̂t+N , εB↑
t+M , εB↑

t ), (6)

where ϑrep and ϑcls are hyper-parameters that control the
weighting ratio, ε̂t+N is the student model at its training
epoch t+N , εD↑

t and εB↑
t are the representation backbone

and classifier of the expert at epoch t, respectively. ε̂t+N is
updated by our proposed long-tailed distributed loss Lc in
Equation 4, and Lmatch follows the form in Equation 2.

3. Experiments
3.1. Experiment Datasets
We evaluate our methods on four widely used long-tailed
datasets of different scales: CIFAR-10-LT, CIFAR-100-LT

[7], TinyImageNet-LT, and ImageNet-LT [29]. The exper-
iments are conducted under various degrees of imbalance
and IPC settings. Following [7, 9, 29], these long-tailed
datasets are sampled from the original balanced CIFAR [22]
and ImageNet [8] datasets. The sampling procedure is done
by randomly selecting different amounts of images from
each class, where the image number |Dc| for class c is de-
termined by an exponential decay function |D̂c| = |Dc|µc,
and µc = ω→(c/C), where C is the number of classes and ω
is the imbalanced factor. The degree of imbalance is mea-
sured via the imbalanced factor ω = D0/DC [7]. The larger
ω is, the more imbalanced the dataset is.

3.2. Main Results
CIFAR-10-LT. The experiment results on CIFAR-10-LT
are presented in Table 1, showing that our proposed method
consistently outperforms all other dataset distillation base-
lines. Table 1 further highlights the advantages of our ap-
proach on long-tailed datasets. When the imbalance factor
is low, prior dataset distillation methods like DATM per-
form reasonably well. For instance, DATM only experi-
ences a 10.0% drop in accuracy when ω = 10 and IPC=50,
compared to the accuracy achieved with the full dataset.
In these scenarios, our method surpasses the best baseline,
DATM, by 0.9% on ω = 10 and 3.8% on ω = 50.

When the imbalance factor is high (e.g., ω = 200),
IDM [47] achieves performance comparable to random se-
lection. Other methods, such as MTT [4], DREAM [28],
DATM [13], and Minimax [12], struggle with higher imbal-
ance factors, performing worse than random selection. In
contrast, our method sustains strong performance on highly
imbalanced datasets, surpassing the best existing method
IDM by a substantial margin of 10.6% on ω = 200. Re-
markably, we achieve lossless performance on ω = 200 us-
ing only 50 images per class.
CIFAR-100-LT. The results are presented in Table 2. Our
method consistently outperforms all existing dataset distil-
lation methods across all imbalance factors on CIFAR-100-
LT. Similar to CIFAR-10-LT, our approach demonstrates
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Dataset CIFAR-100-LT Tiny-ImageNet-LT

Imbalance Factor 10 20 10 20
IPC 10 20 50 10 20 50 10 20 50 10 20 50

Random 14.2±0.6 21.7±0.6 32.1±0.6 15.0±0.3 21.6±0.5 30.5±0.5 7.4±0.2 13.5±0.4 20.6±0.4 7.6±0.1 13.2±0.4 19.8±0.1
K-Center Greedy [36] 10.7±0.9 15.9±1.0 24.8±0.2 10.0±0.5 15.1±0.6 23.8±0.3 10.4±1.5 11.3±1.2 7.7±1.0 12.6±1.4 9.9±2.2 13.2±2.7
Graph-Cut [17] 16.9±0.3 22.2±0.4 29.9±0.4 16.0±0.5 20.7±0.5 28.7±0.3 9.8±0.7 5.6±0.6 10.9±1.1 3.4±0.8 5.0±1.0 4.2±1.1

DC [46] 24.0±0.3 27.4±0.3 27.4±0.3 23.2±0.3 26.2±0.3 27.4±0.3 - - - - - -
MTT [4] 14.3±0.1 16.7±0.2 13.8±0.2 12.6±0.3 15.0±0.2 10.6±0.5 11.1±0.2 18.1±0.2 23.1±0.1 7.7±0.1 14.7±0.2 15.6±0.3
DREAM [28] 10.1±0.4 12.0±1.0 13.1±0.4 9.4±0.4 10.3±0.6 12.3±0.3 5.4±0.3 6.8±0.1 7.8±0.2 4.8±0.1 6.0±0.2 7.4±0.1
DATM [13] 28.2±0.4 34.1±0.2 31.6±0.1 25.3±0.3 27.2±0.1 27.1±0.1 21.3±0.1 14.5±0.1 26.8±0.1 14.0±0.6 19.0±0.3 23.1±0.1
Ours 31.5±0.2 37.5±0.4 40.0±0.1 31.4±0.5 35.1±0.4 37.0±0.7 26.0±0.3 27.9±0.2 30.3±0.2 23.6±0.3 25.5±0.3 28.0±0.6
Full Dataset 40.3±0.4 36.5±0.4 31.2±1.0 28.3±0.3

Table 2. Quantitative comparisons with the SOTA methods on CIFAR-100-LT and Tiny-ImageNet-LT. When scaling up to larger
datasets, our approach still outperforms all the included baselines, and achieves nearly lossless performance under several settings.

Dataset ImageNet-LT

Imbalance Factor 5 10
IPC 10 20 10 20

Random 3.9±0.1 7.0±0.1 3.9±0.1 6.8±0.1
G-VBSM [39] - 1.0±0.1 - 1.0±0.1
TESLA [6] 3.0±0.1 - 2.7±0.1 -
DATM [13] 7.4±0.1 8.1±0.2 7.9±0.1 8.2±0.1
SRe2L [44] 6.7±0.1 10.1±0.1 7.7±0.3 10.9±1.0
Ours 20.8±0.2 21.0±0.1 20.3±0.1 20.7±0.1
Full Dataset 27.6±0.3 26.6±0.2

Table 3. Quantitative comparisons on ImageNet-LT. The miss-
ing results are due to out-of-memory.

greater improvements as the imbalance factor increases.
Tiny-ImageNet-LT. We conducted experiments on Tiny-
ImageNet-LT to evaluate the scalability of our method in
comparison with other baselines. The results, shown in Ta-
ble 2, align with our findings on CIFAR-10-LT and CIFAR-
100-LT, where our method surpasses baseline methods by a
growing margin as the imbalance factor increases.
ImageNet-LT. We further scale up to ImageNet-LT, with
results presented in Table 3, where our model consis-
tently outperforms the baselines. Note that as the dataset
size increases, many dataset distillation methods become
resource-intensive and are impractical to apply.
Cross-architecture performance. Table 4 presents our
cross-architecture experiments, demonstrating the general-
izability of our synthetic dataset. We evaluated various
methods on the CIFAR-10-LT dataset with an imbalance
factor of ω = 100 and IPC=50, comparing against ran-
dom selection, MTT, and DATM. As shown in the table,
our distilled dataset consistently outperforms other methods
by a significant margin. Specifically, our method achieves
a 12.7% accuracy improvement on ConvNet, a 17.1% im-
provement on ResNet-18, a 7.7% improvement on VGG-11,
and a 6% improvement on AlexNet. The results also indi-
cate that the imbalance distilled by ConvNet in traditional
DD methods negatively impacts the performance of other
models. Similar to experiments on ConvNets, MTT and
DATM perform poorly on unseen models due to the im-
balanced dataset and the biased expert trained on it, often
yielding worse results than random selection.

Method ConvNet-3 ResNet-18 VGG-11 AlexNet

Random 52.0 49.2 47.8 47.2
MTT [4] 49.1 42.9 42.3 40.0
DATM [13] 44.4 42.4 42.2 44.9
Ours 64.7 60.0 55.5 53.2

Table 4. Cross-architecture evaluation on CIFAR-10-LT.

3.3. Ablation Studies

Ablation on different components. Figure 6a demon-
strates the effectiveness of the two proposed components
of our method. These experiments were performed on the
CIFAR-10-LT dataset with an imbalance factor of ω = 200
and IPC=50. The “base” method is a trajectory matching
method without Distribution-agnostic Matching and Expert
Decoupling. “+DAM” refers to our method without Expert
Decoupling, while “ours” represents the complete proposed
method, with both DAM and ED applied.

The baseline, which suffers from weight inconsis-
tency and poor expert performance as mentioned in Sec-
tion 1, only achieves 43.8% accuracy. After incorporating
Distribution-agnostic Matching, the inconsistency between
student and expert weights is mitigated, resulting in a 14.3%
performance improvement. Further integrating Expert De-
coupling boosts the performance to 62.6%.
Effect of classifier layer matching. As discussed in Sec-
tion 2.3, during representation learning, the model is influ-
enced by the long-tailed distribution, resulting in a biased
classifier. During classifier fine-tuning, the classifier is fine-
tuned on balanced data with the backbone frozen. There-
fore, it is crucial to explore strategies for matching each ex-
pert’s different modules during dataset distillation. The ex-
periments are presented in Figure 6b. “B”, “C”, and “W” re-
fer to matching with the representation backbone, the clas-
sifier layer, and the whole model, respectively. “B/C” refers
to matching the student backbone with the representation
expert’s backbone, and the student classifier layer with the
classification expert’s classifier.

As shown in Figure 6b, the best performance is achieved
by matching the backbone with representation experts and
the classifier layer with classification experts. This outcome
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(a) Effect of the different
components

(b) Comparison of different
matching strategies

(c) Comparison of matching
strategies on low ω

(d) Comparison of matching
strategies on high ω

(e) Effect of the relative scale
of εrep and εcls

Figure 6. (a) Ablation study on the proposed components, Distribution-agnostic Matching and Expert Decoupling. (b) Ablation of different
matching strategies with expert model layers. (c) & (d) Comparisons of matching strategies for long-tailed dataset distillation under low
imbalance factor (c) and high imbalance factor (d). (e) Ablation study on hyperparameters ωrep and ωcls.

aligns with the principles of decoupled learning. Since the
classifier layer of representation experts is heavily affected
by the long-tailed dataset, including it in the matching pro-
cess causes a performance drop. In addition, matching the
entire classifier expert negatively impacts performance, as
only the classifier layer is trained at this stage.
Effect of different matching strategies. When distilling
a long-tailed dataset, various intuitive strategies can be em-
ployed with decoupling trained experts. We explored sev-
eral strategies, including sequential matching, classifica-
tion expert matching, oversampled dataset, and joint match-
ing. Sequential matching first matches representation ex-
perts, followed by classification experts. Classification ex-
pert matching only matches with the classification expert.
The oversampled dataset approach involves oversampling
the tail classes before distilling the dataset rather than using
the decoupling strategy. Joint matching, used in our Expert
Decoupling, involves matching both experts simultaneously
in the outer loop of the matching.

As shown in Figures 6c and 6d, joint matching (joint),
which we use in Expert Decoupling, achieves the best over-
all performance. Sequential matching (sequential) and di-
rectly matching with classification experts (direct) perform
poorly when the imbalance factor is low, meaning the data
is “not very imbalanced.” Sequential matching suffers due
to the trajectory gap between the two types of experts. Clas-
sification expert matching is less effective when the imbal-
ance factor is low because the representation layers learn
more information in such scenarios, and solely matching the
classification layers fails to capture sufficient information.
As depicted in Figure 6d, the oversampled dataset strategy
(oversample) performs poorly when the imbalance factor is
high. This finding aligns with previous work [7], which in-
dicates that oversampling leads to model overfitting.
Effect of hyperparameters. The most important hyperpa-
rameters in our method are ϑrep and ϑcls in Equation 6. To-
gether, they regulate the balance between the matching rep-
resentation expert and the classification expert. The setting
of ϑrep and ϑcls depends on the imbalance factors. From Fig-
ure 6e, we have the following observations. For a “more im-
balanced” dataset (e.g., ω = 200), lower ϑrep and higher ϑcls

Hyperparameters ω = 10

ϑrep = 1,ϑcls = 0.2 70.5
ϑrep = 1,ϑcls = 0.4 68.9
ϑrep = 1,ϑcls = 0.6 68.0

Hyperparameters ω = 200

ϑrep = 0.2,ϑcls = 1 62.4
ϑrep = 0.4,ϑcls = 1 61.7
ϑrep = 0.6,ϑcls = 1 61.3

Table 5. Effect of ωrep and ωcls under different imbalance factors.

are preferred. For “less imbalanced” datasets (e.g., ω = 10),
higher ϑrep and lower ϑcls are chosen. This observation is
consistent with our experiments in Figure 6c and 6d, where
only matching classifier experts perform well when ω is
high. This is because the representation layers learn more
information when ω is low, and increasing ϑrep leverages
information from the representation layers.

We further analyze the sensitivity of the hyperparameters
in Table 5. We can observe a minor change in the perfor-
mance as we change hyperparameters rapidly. When the
relative magnitude of the two hyperparameters is preserved,
their absolute values do not affect the distillation perfor-
mance much, suggesting the robustness of our method.

3.4. Long-tailed Dataset Distillation Analysis
Effect of imbalance in long-tailed dataset distillation. In
this part, we empirically show that the performance drop
in long-tailed dataset distillation is due to the data imbal-
ance instead of the total sample number reduction of the
target dataset. We compare the performance of using reg-
ular dataset distillation methods for CIFAR-10-LT (with
ω = 200 and IPC=50) and a subset of CIFAR-10 that con-
tains the same amount of data but in a uniform distribution.
The total number of samples is 11203 under this setting.

As we can observe in Figure 7a, the performance gap be-
tween distilling a long-tailed dataset and a balanced subset
can be as large as 28.6%, even though the two target datasets
have the same total amount of samples. Thus, we conclude
that it is the imbalanced distribution in the target dataset
that prevents effective distillation. Based on this observa-
tion, we delved into it and proposed methods to alleviate
the imbalanced distribution’s negative effects.
Handling classes with extremely small number of sam-
ples. In long-tailed dataset distillation, a scenario exists
where the number of samples in tail classes is even less than
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(a) Effect of data distribution (b) Strategies for extreme cases (c) Comparison with DATM (d) Effect of distilled distribution

Figure 7. (a) Comparison of DD performance between a uniform dataset and a long-tailed dataset with the same number of samples. (b)
Comparison of strategies to handle an extremely low number of samples. (c) Comparison of class-wise accuracy between DATM and our
method. (d) Comparison between balanced IPC and long-tailed distributed IPC.

the required number of images per class. In this case, we
employ and compare three strategies: 1) Inherent strategy,
which keeps the number of samples the same in the syn-
thetic dataset; 2) Oversampling, which duplicates the sam-
ples of the tail classes before distillation; 3) Noise gener-
ation, which randomly generates Gaussian noises to sup-
plement the insufficient samples for tail classes. From fig-
ure 7b, we see that the inherent strategy provides a compar-
atively lower accuracy, while oversampling and noise gen-
eration achieve better and similar performance.
Class-wise accuracy for long-tailed dataset. We also pro-
vide class-wise accuracy to illustrate the impact of the im-
balanced data, and we show that our method can effectively
improve the accuracy of tail classes. As shown in Figure 7c,
DATM performs poorly on tail classes, and even achieves
near-zero performance on the last class. On the contrary,
our method can successfully boost the tail class accuracy
while reserving performance on head classes.
Choice of distilled dataset distribution. Should we dis-
till a long-tailed dataset into another long-tailed dataset or
a balanced one? We compared the performance of distill-
ing the target dataset into either a similarly distributed long-
tailed synthetic dataset or a balanced synthetic dataset using
our method and DREAM [28]. For the long-tailed synthetic
dataset, we maintained the same total number of samples as
in the synthetic dataset with IPC=50. As shown in Figure
7d, both methods demonstrate that distilling the dataset into
a balanced synthetic dataset provides better performance
than distilling it into a long-tailed one. This result is rea-
sonable since the model trained on the synthetic long-tailed
dataset will be affected by the long-tailed distribution.

4. Related Work
4.1. Dataset Distillation

Dataset distillation [43] was first formulated by Wang et
al. The goal of dataset distillation is to synthesize a small
dataset, such that models trained on it have good perfor-
mance on the original dataset. The following works can be

divided into kernel ridge regression-based methods [30, 32,
50], gradient matching methods [6, 13, 28, 42, 46], repre-
sentation matching methods [38, 47], and generative-based
methods [12, 40]. Despite the advantages of current meth-
ods, they only focus on uniformly distributed datasets, ig-
noring the prevalent usage of long-tailed datasets in prac-
tice. Therefore, we propose to address the long-tailed
dataset distillation problem in this paper.

4.2. Long-tailed Recognition
Under real-world settings, data often tends to follow a long-
tailed distribution [2]. Models trained on such datasets usu-
ally exhibit good performance on head classes but low ac-
curacy on tail classes. A straightforward way is to pre-
process the data, using oversampling [14, 18, 33], under-
sampling [3, 14], or data augmentation [5, 11] to make it
balancedly distributed. An alternative way is weight balanc-
ing [2, 26, 34], which re-weights the layers during training
to force the parameters to update unbiasedly. Decoupling
methods [20] first train the model to obtain the features of
the data and then fine-tune the model on the class-balanced
data. In our methods, we use the decoupling method to train
the expert networks during the distillation.

5. Conclusion
We introduce long-tailed dataset distillation, a novel yet
challenging task. We find that existing DD methods fail
when applied to long-tailed datasets and encounter two
main problems: weight distribution mismatch between the
student and the expert; and suboptimal performance of the
expert on the tail classes. To mitigate these issues, we
propose two strategies: Distribution-agnostic Matching and
Expert Decoupling. Experimental results over four long-
tailed datasets demonstrate the effectiveness of our pro-
posed method. As the pioneering work in this research area,
we are the first to effectively distill long-tailed datasets.
Acknowledgments: This research is supported by NSF IIS-
2525840, ECCS-2123521 and Cisco Research unrestricted
gift. This article solely reflects the opinions and conclusions
of its authors and not the funding agencies.
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