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Abstract

The efficient rendering and explicit nature of 3DGS pro-
mote the advancement of 3D scene manipulation. However,
existing methods typically encounter challenges in control-
ling the manipulation region and are unable to furnish the
user with interactive feedback, which inevitably leads to un-
expected results. Intuitively, incorporating interactive 3D
segmentation tools can compensate for this deficiency. Nev-
ertheless, existing segmentation frameworks impose a pre-
processing step of scene-specific parameter training, which
limits the efficiency and flexibility of scene manipulation.
To deliver a 3D region control module that is well-suited
for scene manipulation with reliable efficiency, we pro-
pose interactive Segment-and-Manipulate 3D Gaussians
(iSegMan), an interactive segmentation and manipulation
framework that only requires simple 2D user interactions in
any view. To propagate user interactions to other views, we
propose Epipolar-guided Interaction Propagation (EIP),
which innovatively exploits epipolar constraint for efficient
and robust interaction matching. To avoid scene-specific
training to maintain efficiency, we further propose the novel
Visibility-based Gaussian Voting (VGV), which obtains 2D
segmentations from SAM and models the region extraction
as a voting game between 2D Pixels and 3D Gaussians
based on Gaussian visibility. Taking advantage of the ef-
ficient and precise region control of EIP and VGV, we put
forth a Manipulation Toolbox to implement various func-
tions on selected regions, enhancing the controllability, flex-
ibility and practicality of scene manipulation. Extensive re-
sults on 3D scene manipulation and segmentation tasks fully
demonstrate the significant advantages of iSegMan. Project
page is available at https://zhao-yian.github.io/iSegMan.

1. Introduction

The capacity to interact with the 3D environments is a crit-
ical component across a range of applications, including
augmented reality (AR) [4], embodied AI [10], and spa-
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“ Turn him into Tolkien EIf.”

“ Make the desk and vase blue.”

(a) Existing 3D Gaussian Manipulation Methods.

Neg. [} User Click

“ Make him smiling.”

Pos.

“ Turn him into Tolkien EIf.”

-

(b) Our Interactive Segment-and-Manipulate 3D Gaussians.

Figure 1. (a): Existing 3D manipulation methods. The red circles
mark the irrelevant regions affected by editing, leading to unex-
pected results. (b): Our iSegMan achieves precise control of the
manipulation region and interactively performs various functions.

tial computing [36]. The advancement of these applications
continues to propel innovation in user experience. Recently,
the efficient differentiable rendering and explicit nature of
3D Gaussian Splatting (3DGS) [19] have propelled the field
of 3D scene manipulation to new frontiers. However, ex-
isting methods typically face challenges in precisely con-
trolling the manipulation region and are unable to provide
interactive feedback to users, which inevitably leads to un-
expected or uncontrolled results in practice, cf. Fig. 1(a).

Intuitively, the above deficiency can be compensated for
by incorporating interactive 3D segmentation tools, which
accept various types of user interactions to achieve precise
control of the manipulation region. Traditional 3D repre-
sentations (e.g.,point clouds [ 14] and meshes [41]) typically
require users to interact directly in 3D space, which involves
complex transformation or post-processing, resulting in a
poor user experience. With the advent of differentiable ren-
dering techniques (i.e., NeRF [29] and 3DGS [19]), several
interactive 3D segmentation frameworks [6, 7, 17] based
on 2D user interaction have been explored, which exploits
a priori knowledge of the promptable image segmentation
model SAM [22] to achieve 3D region selection. How-



ever, these methods usually impose a pre-processing step
of scene-specific parameter training, which limits the effi-
ciency and flexibility of 3D scene manipulation.

To deliver a 3D region control module that is well-
suited for 3D scene manipulation with reliable efficiency,
we propose interactive Segment-and-Manipulate 3D Gaus-
sians (iSegMan), which supports efficient and precise re-
gion control and powerful 3D manipulation capability in an
interactive manner. To facilitate user interaction, we first
classify the existing 3D interactions into three categories:
3D Click, 2D Scribble, and 2D Click, and elaborate on their
characteristics (see details in Sec. 2.2). Considering the
simplicity and flexibility of the 2D Click, we adopt it for
our framework and permit users to interact from any view-
point. To propagate user interactions to other views, we pro-
pose Epipolar-guided Interaction Propagation (EIP), which
innovatively exploits epipolar constraint for efficient and ro-
bust interaction matching. To avoid scene-specific training
to maintain efficiency, we further propose novel Visibility-
based Gaussian Voting (VGV), which obtains 2D segmenta-
tions from SAM [22] and then models the region extraction
process as a voting game between 2D Pixels and 3D Gaus-
sians based on Gaussian visibility. Taking advantage of the
efficient and precise region control of EIP and VGV, we
develop a manipulation toolbox to implement various func-
tions on selected regions, including Semantic Editing, Col-
orize, Scaling, Copy&Paste, Combination, and Removal,
which significantly enhances the controllability, flexibility
and practicality of 3D scene manipulation, cf. Fig. 1(b).

To validate the effectiveness of the proposed iSegMan,
we perform comprehensive qualitative and quantitative ex-
periments on 3D scene manipulation and segmentation
tasks across different scenes, covering all functions pro-
vided by the manipulation toolbox. Our iSegMan not only
enables efficient and precise control of the manipulation
region, but also supports the progressive editing of com-
plex requirements in an interactive manner and improved
reusability of 3D assets. Moreover, iSegMan achieves the
optimal balance of performance and execution speed and
excellent robustness in interactive 3D segmentation.

The main contributions can be summarized as: (i). We
propose iSegMan, which precisely controls the manipula-
tion region based on user interactions and invokes functions
from the equipped manipulation toolbox according to user
requirements, overcoming the limitations of existing meth-
ods in controlling the manipulation region and failing to
provide interactive feedback to the user. (ii). Two novel al-
gorithms, namely EIP and VGV, are proposed to achieve 3D
region segmentation without introducing any scene-specific
training, achieving optimal execution speed and accuracy,
making them well-suited for scene manipulation. (iii). The
proposed manipulation toolbox encompasses versatile in-
spiring functions, providing a powerful solution for various
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3DGS-based applications. (iv). The proposed iSegMan not
only provides an efficient and novel solution for interactive
3D segmentation, but also greatly enhances the controllabil-
ity, flexibility and practicality of 3D scene manipulation.

2. Related Work
2.1. 3D Scene Manipulation

3D scene manipulation is a highly practical application that
has received considerable attention from the community.
Recently, 3D manipulation has been implemented mainly
based on NeRF [29] and 3DGS [19] as follows:
NeRF-based. EditNeRF [26] enables the manipulation
of the shape and color of the neural fields by condition-
ing them on latent codes. CLIP-NeRF [37] and TextDe-
former [12] employ the CLIP [33] model to facilitate ma-
nipulation through the use of text prompts or reference
images. NeRF-Editing[44] and NeuMesh [40] enable the
manipulation of NeRF by converting implicit NeRF repre-
sentations into explicit meshes and exploiting controllable
mesh deformations. Instruct-N2N [15], DreamEditor [47],
and GenN2N [27] leverage the power of 2D image editors to
perform semantic editing on NeRF and achieve impressive
results. However, these NeRF-based methods are limited by
the intrinsic complexity of the implicit scene data encoding,
making it difficult to control the manipulation region.
3DGS-based. The inherently explicit nature of 3DGS
makes it easy to implement scene manipulation for spe-
cific regions. GSEdit [31] implements global editing of
3D objects, and lacks control over the local region. [38]
works with LLMs [25, 48, 49] to provide an automated
pipeline and uses existing interactive 3D segmentation tools
for additional scene-specific training to control the editing
region. GaussianEditor [8] achieves text-driven semantic
editing by densifying and optimizing 3D Gaussians within
dynamic semantic regions. Although it supports region con-
trol based on text prompts, it is limited by the complexity
of text descriptions and lacks interactive capability, mak-
ing it difficult to segment fine-grained regions. In contrast,
our method provides efficient and precise region control for
scene manipulation in an interactive manner.

2.2. Interactive 3D Segmentation

Interactive 3D segmentation has been widely used in down-
stream tasks due to its flexibility and practicality. Existing
methods usually adopt different types of interactions. To
facilitate analysis the strengths and weaknesses of various
interactions, we classify the existing methods according to
the interaction type as follows:

3D Click. InterObject3D [23] first develops the interactive
3D segmentation based on point clouds, allowing users to it-
eratively input positive / negative 3D clicks to interact with
the point clouds. AGILE3D [45] efficiently achieves seg-
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Figure 2. Overview of iSegMan. iSegMan contains two novel region control algorithms that are well-suited for scene manipulation with
reliable efficiency: Epipolar-guided Interaction Propagation (EIP) and Visibility-based Voting Game (VGV), and a Manipulation Toolbox
that includes various manipulation functions. EIP accepts 2D user interactions in any view and leverages epipolar constraint to efficiently
and robustly propagate user interactions to other views. To avoid scene-specific training to maintain efficiency, VGV obtains 2D mask from
SAM and then models the 3D region extraction as a voting game between 2D Pixels and 3D Gaussians based on Gaussian visibility. Based
on the versatile manipulation functions, iSegMan greatly enhances the controllability, flexibility and practicality of 3D scene manipulation.

mentation of multiple objects in the point clouds and also
supports multi-round interactions driven by positive / neg-
ative 3D clicks. UniSeg3D [39] unifies multiple 3D seg-
mentation tasks, where interactive segmentation is achieved
by 3D superpoints, but this approach only supports positive
clicks. iSeg [24] proposes the Mesh Feature Field to imple-
ment mesh-based interactive segmentation and receive 3D
positive / negative clicks on the surface of objects.

2D Scribble. NVOS [34] introduces custom-designed 3D
features and trains a MLP to achieve scribble-style 3D in-
teraction. ISRF [13] introduces additional feature fields
and employs the self-supervised pretrained model to dis-
till semantic features. It extracts 3D regions matching 2D
scribble based on feature similarity. Both require time- and
memory-consuming scene-specific feature training.

2D Click. Existing methods of this type are typically based
on the SAM [22], which provides great potential for inter-
active 3D segmentation. SA3D [7] segments 3D objects ac-
cording to 2D clicks in the initial view by alternating mask
inverse rendering and heuristic cross-view self-prompting.
[18] adopts the same cross-view self-prompting strategy
and introduces a two-stage mask refinement scheme. Both
methods require multiple repetitions of inverse rendering
and involve back-propagation to train the predefined 3D
mask in each interaction. Another line of research is essen-
tially 3D clustering, including OmniSeg3D [43], Gaussian
Grouping [42], SAGA [6], LangSplat [32], GARField [21],
and Click-Gaussian [9]. They first utilize SAM to obtain
a set of masks for all views (a time-consuming process),
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and then distill 3D semantic features from these 2D masks.
Once trained, the semantic feature can be clustered to ex-
tract the target 3D object. These methods lack the ability
to perform multi-round positive and negative interactions,
typically only allow clustering of similar features based on
positive clicks, and require time- and memory-consuming
data pre-processing and feature training pipelines.

Of these interaction types, 2D Click provides the most
concise user interface, and avoids the complex transforma-
tion involved with 3D Click. Consequently, our method
adopts 2D Click for interaction and allows users to input
in any view. Compared with existing methods, our method
avoids any scene-specific training, achieving optimal exe-
cution speed and accuracy.

3. Method

In this section, we elaborate on the proposed iSegMan,
which comprises two pivotal algorithms for region control
that are well-suited for scene manipulation with reliable
efficiency: Epipolar-guided Interaction Propagation (EIP)
and Visibility-based Voting Game (VGV), as well as a pow-
erful manipulation toolbox that enables the execution of
diverse suite of functions on selected regions cf. Fig. 2.
Specifically, EIP accepts 2D user interactions in any view
and leverages epipolar constraint to efficiently and robustly
propagate user interactions to other views. To avoid scene-
specific training to maintain efficiency, VGV obtains 2D
mask from SAM and then models the 3D region extraction
process as a voting game between 2D Pixels and 3D Gaus-
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Figure 3. Illustration of the epipolar constraint.

sians based on Gaussian visibility. Based on the versatile
functions of the manipulation toolbox, iSegMan greatly en-
hances the controllability, flexibility and practicality of 3D
scene manipulation. The details are described below.

3.1. Epipolar-guided Interaction Propagation

The EIP is predicated on the principles of Multi-View
Stereo (MVS) [35] technology and consists of two steps:
epipolar constraint and interaction matching. Formally, let
p, = (x4, y,) represent the coordinates of a user-provided
2D click at the viewpoint v. To propagate p,, to other views,
an intuitive idea is to match the image features of other
views to the feature at p,,. However, the large search space
renders the matching process vulnerable to noise, leading
to inefficiency and a lack of robustness in the results. To
address this issue, we introduce the epipolar constraint to
restrict the search space.

Epipolar Constraint. Since the depth dp, is a variable
when the 2D click p, is projected into 3D space, this re-
sults in a ray 7, in 3D space that originates from the cam-
era center at the viewpoint v

Theorem 1. 7, is projected onto an epipolar line ef,v at
each new viewpoint v, and the matching click p; must lie
on the epipolar line e,

Proof. Drawing from pr1n01ples of epipolar geometry [16],
the virtual 3D click, whether on the surface or within the 3D
object, must lie on the ray 7, . Consequently, the matching
2D click p; at the new viewpoint ¥ must lie on the epipolar
line ey, , as depicted in Fig. 3.

Next, we detail the calculation process of the epipolar
line €2 . Given the camera pose 7, = K,[R,|t,], where
K, and [R, t,] are the intrinsic and extrinsic of the camera
respectively. To register the ray 7, in the world coordinate
system, we select two virtual 3D points py’* and py’? on 7
by sampling the depth dj, , as calculated in Eq. (1).

R'U tv
roinl=(gr )

= Rgl(dpuszl ! [pga 1]T - tv)'

(1

b,

For simplicity, we set dp to 0 and 1 respectively, so p;*
and p}’? are expressed as Eq. (2).
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Finally, we calculate the normalized direction vector Tp, of
the ray 7 according to Eq. (3).

W1 __ W2
_ by p,

v lpet =

Tp

To calculate the epipolar line e“ in the camera coordi-
nate system of the new viewpoint v, "it is sufficient to trans-
form the coordinate system of the registered ray r, again
using the camera pose m; = Rj[Rg|ts]. Similarly, we
sample two virtual 3D points from 7, for the transforma-
tion, and the corresponding 2D points p? in the camera co-
ordinate system of the viewpoint v are calculated as Eq. (4).

1
—K;(Rspy + t5).

Py

“)

Utilizing the two points p2' and p?2, we are able to pre-
cisely derive the expression for the epipolar line egv within
the camera coordinate system.

Interaction Matching. To acquire the matching 2D click
p; at the viewpoint 0, we further perform the interac-
tion matching based on semantic feature affinity. Specifi-
cally, we utilize the self-supervised pretrained model (e.g.,
DINO [5]) as the feature extractor, where the feature maps
of views Z,, and Z; are denoted as F,, and F;, respectively.
Due to the epipolar constraint, the search space is signif-
icantly reduced and we only need to calculate the affinity
AZU between the feature F,[p,] € R'*P and the discon-

tinuous feature sequence Fley ] € RM*P (M indicates
the length of the feature sequence, and D denotes the fea-
ture dimension), thus reducing noise errors and improving
the accuracy and robustness. For implementation, inspired
by the Bresenham algorithm [2], we efficiently gather the
discontinuous feature sequence F'; [egu] and corresponding
indices I; along the epipolar line egv. Finally, we upsam-
ple the coordinates of the selected feature vector with the
highest affinity to the original view size to obtain the coor-
dinates of matching 2D click p;, c¢f. Eq. (5).

Rl X M

Af)

,l') T
D, F, [pv] : Ff}[ep ] €

_ )
p; = Upsample(Iz[argmax (A, )]).

3.2. Visibility-based Gaussian Voting

Based on the interactions of all the views obtained by EIP,
we employ the SAM [22] to obtain a set of 2D binarized
masks M = {m;|m; € {0, 1}"*%}K  where K denotes
the number of views, 1 means the pixel is rendered by the
target region and 0 means the pixel is rendered by the irrel-
evant region, h and w are the height and width of the views,
respectively. Our goal is to extract target 3D Gaussians from
the entire scene based on M. To avoid scene-specific train-
ing to maintain efficiency, we model the region extraction
process as a voting game from 2D Pixels to 3D Gaussians.



Voting Principle. Voting involves a two-party game,
namely the participants and the candidates. We treat 2D
Pixels as the participant set P and 3D Gaussians as the
candidate set C'. There are a total of A x w participants
and N candidates, where N is the number of 3D Gaus-
sians contained in the entire scene. Based on the set of 2D
masks M, each participant p; € P is assigned a vector
7; = (t1,t2,...,tK), where t;, € {0, 1} for all %, to indi-
cate whether the visible 3D Gaussians belong to the target
region from K views.

Theorem 2. The voting of 2D Pixels on 3D Gaussians is
cumulative and asymmetric.

Proof. (i). Cumulative: each participant p; is allowed to
vote K (K > 1) times, i.e., once for each view, so vot-
ing is cumulative. (ii). Asymmetric: each participant p;
has different voting powers for different candidates, as each
2D Pixel has a different degree of visibility to 3D Gaus-
sians at distinct positions and depths. Intuitively, the higher
the visibility of a candidate to a participant, the higher the
probability that the candidate belongs to the same category
as the participant (inside or outside the target region). Con-
versely, the higher the degree of occlusion of a candidate to
a participant, the more uncertain the participant is about the
candidate and the voting power is reduced.

Inspired by the Alpha Blending of colors in splatting ren-
dering [19], we define the voting power Y; ; of each par-
ticipant p; for each candidate c; as the Alpha Blending of
its visibility (the opacity of 3D Gaussians), as calculated
in Eq. (6). The detailed technical principle of 3DGS [19]
and the calculation of « are presented in the Appendix 4.

i—1

Ti,j = 0; 04 H(l — Oék).

k=1

(6)

Once the voting power has been determined, all participants
can vote for all candidates and the number of votes for each
candidate is calculated according to Eq. (7).

1

Finally, we select the candidates (3D Gaussians) with the
number of votes greater than the predetermined threshold
to accurately extract the target region.

Iterative Inspection Mechanism. In the context of open-
world scenes, the target region may be invisible at cer-
tain viewpoints due to occlusion or out-of-view, resulting
in erroneous 2D segmentations produced by SAM. To ad-
dress this issue, we propose the Iterative Inspection Mech-
anism (IIM). Specifically, we iteratively execute the voting
process at each viewpoint v to obtain the currently selected
3D Gaussians and render the corresponding 2D rendered
mask m] of that view. If the mask m? predicted by SAM
in this view does not intersect with the rendered mask m),

(7

665

IIM determines that the target region cannot be observed
at viewpoint v and does not retain the predicted mask m?.
Furthermore, the IIM is capable of mitigating the potential
for noise errors introduced by EIP and the SAM. As each
predicted mask m? must be reviewed by the IIM prior to
being allowed to participate in the voting process, any in-
correct matching interactions or anomalous segmenter be-
haviour will be excluded, thus enhancing the robustness. It
is worth noting that the implementation of millisecond-level
3D Gaussian voting and rendering ensures that the impact
of the IIM on execution speed is negligible.

3.3. Manipulation Toolbox

Taking advantage of the efficient and precise region con-
trol of EIP and VGV, we put forth a Manipulation Toolbox
to implement various functions on selected regions. These
functions are detailed below.

Semantic Editing. This function refers to text-driven edit-
ing according to the instruction provided by the user. We
leverage a powerful image editor, InstructPix2Pix [3], to
edit the rendered views and iteratively update the 3D Gaus-
sians using the difference between the edited and original
views to achieve 3D editing, following [8, 15]. Specifically,
we denote the original scene represented by 3D Gaussians
as O, and the selected region as ©;. O, is a non-empty
subset of ©, i.e., O, C © A O, # (). Given a set of view-
points V' of a scene, we first use the differentiable renderer
R to get the rendered image Z,, at each viewpoint v € V.
Then, we iteratively update the 3D Gaussians to maintain
the multi-view consistency. In each iteration, we randomly
sample a view Z,, and employ the image editor £ to edit Z,
based on the instruction e to obtain Z;. Finally, the image-
level loss between Z,, and Z¢ is calculated to update ©,.
The calculation process is shown in Eq. (8) and Eq. (9).

Z, =R(O,v), I; = E(Tvse), (®)
L (OIT~ Tl | OD(T.TE)\ oL,
v9®s = ]E'u [( aIv + 8IU 90 ’ (9)

where 6 denotes the trainable parameters of the 3D Gaus-
sians contained in ©, D+, -) represents the perceptual dis-
tance [46]. Note that semantic editing requires multi-step
parameter updates, resulting in additional time consump-
tion, but this is not caused by region control. In addition,
an annealing strategy is incorporated into the updating of
the 3D Gaussians, where the offset of each step is progres-
sively reduced until it reaches zero. We observe that this
operation is beneficial in the editing stability.

Colorization. This function changes the color of the se-
lected region by modifying the color attribute of the se-
lected 3D Gaussians. Specifically, we support two modes:
Color Replacement and Balanced Coloring. The former is
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“ Make him smiling.”

“Turn him into Tolkien EIf. “ Make his hair brown.
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“Turn him into a bronze bust statue.”

“Make his hair silver.”

@ “ Make the flower a red rose.”

“ Turn him into a bronze statue.”

“ Make the desk golden.” “ Make the flower a chrysanthemum.”

“Turn his clothes into white.” “ Turn his t-shirt into Batman's suit.”

“ Turn his clothes into green.”

“ Turn his pants yellow.”

Figure 4. Results of semantic editing. Orange arrows indicate interactive 3D segmentation, and blue arrows indicate semantic editing.
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“ Turn him into a clown.”

Figure 5. Comparison of semantic editing.

achieved by assigning the color of all selected 3D Gaussians
to the target color ¢;. The latter is achieved by adjusting the
mean color value to ¢, as calculated in Eq. (10).

1 N
(Ct - ﬁ;ci)7

where NN is the number of selected 3D Gaussians.

Scaling. This function enlarges or reduces the selected re-
gion while leaving the rest of the scene unchanged. This is
achieved by modifying the scaling factor of the selected 3D
Gaussians. For implementation, the user is allowed to spec-
ify a coefficient € with a value greater than zero. We first
calculate the geometric center of the selected 3D Gaussians
and then obtain the direction vector of each 3D Gaussian
relative to the geometric center. To maintain the geometric
invariance for rigid transformation, it is imperative that both
the direction vector and the scaling factor of each 3D Gaus-
sian be concurrently scaled by the user-specified coefficient.

c;, =c¢; + (10)
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The calculation is detailed in Eq. (11).

R) e+ a,

= (11)

ZIH

£ (“i -
where S; and fr; represent the new scaling factor and posi-
tion of the selected 3D Gaussians, respectively.
Copy&Paste. This function copies the selected region and
pastes it elsewhere in the same scene.

Combination. This function extracts the selected region in
one scene and inserts it into another scene.

Removal. This function deletes the selected region.

4. Experiments
4.1. Experimental Settings

Dataset. To demonstrate and compare the performance of
3D manipulation, we perform experiments on two datasets:
Mip-NeRF 360 [1] and Instruct-N2N [15]. For interactive
3D segmentation, we compare quantitative results with ex-
isting methods on two commonly used datasets: NVOS [34]
and SPIn-NeRF [30], and further present qualitative results
on a sample of scenes on LERF [20] and LLFF [28]. See
the Appendix 1.1 for a detailed description of the dataset.
Metrics. We perform quantitative comparisons of two
tasks: semantic editing and interactive 3D segmentation.
For semantic editing, we utilize user study and CLIP di-
rection similarity [11] as metrics following [8, 15]. For in-
teractive 3D segmentation, we utilize mAcc and mloU as
metrics following previous works [6, 7].

Implementation Details. All implementation details of the
proposed iSegMan are described in the Appendix 1.2.
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Figure 7. Visualization of interactive 3D segmentation.

4.2. Qualitative Results

Results of Semantic Editing. To demonstrate the advan-
tages of our iSegMan, we first present the semantic edit-
ing results on four cases, cf. Fig. 4. The user provides 2D
clicks and the editing instruction, and iSegMan rapidly ex-
tracts the target region based on the 2D clicks and performs
editing, which is completed in a few minutes. This process
allows iterative execution in an interactive manner, forming
an editing loop until the user requirements are met. Build-
ing such an editing loop presents two distinct advantages.
Firstly, it is an effective way for fulfilling complex editing
requirements, e.g., the editing process of Case 4 achieves a
complex requirement: “Turn the person into a bronze statue
wearing a green shirt and yellow pants.” Secondly, it en-
ables reuse of existing results to enhance computational ef-
ficiency, e.g., the reuse of the “golden table” in Case 3.
Comparison of Semantic Editing. Moreover, we qualita-
tively compare our iSegMan with existing methods Instruct-
GS2GS [15] and GaussianEditor [8], c¢f Fig. 5. Since
Instruct-GS2GS cannot explicitly control the editing region,
irrelevant regions are significantly affected, e.g., the shirt of
the person in the first row has become black by mistake, and
the wall color in the second row has become darker. Gaus-
sianEditor provides an additional text prompt to specify the
editing region. However, the text prompt is difficult to de-
scribe for various fine-grained regions, resulting in a poor
segmentation accuracy and defective editing results. For in-
stance, the person’s shirts are affected in both scenes, lead-
ing to unexpected results. In contrast, our iSegMan achieves
precise region control and excellent editing results.

Results of Other Manipulation Functions. We also

667

Combination Original
. =

Combination+Coloriz

Metric Instruct-GS2GS  GaussianEditor  iSegMan (Ours)
User study 1 2.10 £ 0.20 3.32+ 040 4.52 + 0.20
CLIPg4;- T 0.1647 0.2071 0.2189

Table 1. Quantitative comparison of semantic editing. CLIP4;, is
the CLIP directional similarity.

- mloU  mAcc Execution Time

Method Training
(%) (%)  Feature Segment

MVSeg [30] v 90.4 98.8 - -
ISRF [13] v 71.5 95.5 - -
SA3D [7] v 91.9 98.8 Smin 30s
LangSplat [32] v 69.5 94.5 ~2.5h -
SAGA [6] v 88.0 98.5 ~1.5h 10ms
iSegMan (Ours) N/A 92.4 99.1 52s 6s

Table 2. Comparison of interactive 3D segmentation on SPIn-
NeRF. “Feature” column indicates the latency of feature training
or extraction, and “Segment” column indicates the segmentation
latency of each interaction.

present the results of other functions in the manipulation
toolbox, cf. Fig. 6. Our iSegMan achieves various functions
in an interactive manner, greatly enhancing the controllabil-
ity, flexibility and practicality of 3D manipulation.
Visualization of Interactive 3D Segmentation. To further
demonstrate that our iSegMan enables precise region con-
trol, we present the visualization of interactive 3D segmen-
tation, cf. Fig. 7. Our iSegMan accurately segments fine-
grained regions based on 2D clicks and requires no scene-
specific training, providing a solid foundation for subse-
quent manipulation tasks.

4.3. Quantitative Results

Comparison of Semantic Editing. We perform a user
study and calculate the CLIP directional similarity [11] to
quantitatively compare the performance of semantic editing
with existing methods (see the Appendix 2 for evaluation
details of both metrics). The results are presented in Tab. 1.
iSegMan achieves the optimal performance through flexible
and fine-grained control over the editing region.

Comparison of Interactive 3D Segmentation. We com-
pare the performance of interactive 3D segmentation with
previous methods on SPIn-NeRF and NVOS datasets,
cf. Tab. 2 and Tab. 3. Bold indicates the best performance
and underlined the second best. “Feature” column indi-



mloU  mAcc Execution Time

Method Training (%) (%)  Feature  Segment
NVOS [34] v 70.1 92.0 - -
ISRF [13] v 83.8 96.4 - -
SA3D [7] v 90.3 98.2 2min 15s
LangSplat [32] v 74.0 94.0 ~2h -
SAGA [6] v 909 983  ~Ih 10ms
iSegMan (Ours) N/A 92.0 98.4 30s 4s

Table 3. Comparison of interactive 3D segmentation on NVOS.

Sampling mloU mAcc Execution Time
Rate (%) (%) Feature Segment
100% 924 99.1 52s 6s

100%* 92.4 99.1 52s 6s
50% 92.2 99.1 27s 4s
25% 92.1 99.0 14s 2s
10% 92.1 99.0 7s 1s

Table 4. Results of robustness analysis. * denotes shuffling the
view order.

cates the latency of feature training or extraction, and “Seg-
ment” column indicates the segmentation latency of each
interaction. The execution time of some methods is not
reported because they do not support segmentation of 3D
Gaussians, and the segmentation time at each interaction of
LangSplat [32] is not reported because it does not support
interactive segmentation. Our iSegMan achieves excellent
performance with less execution time and does not require
any supervised training with masks.

4.4. Analysis and Ablation Study

Robustness Analysis. To verify the generalization of our
iSegMan under different 3D scenes, we perform a robust-
ness analysis. Specifically, we evaluate the accuracy and
execution time of the proposed iSegMan on the SPIn-NeRF
dataset under different uniform view sampling rates and
shuffled view order (denoted by *) conditions based on the
original camera trajectory, cf. Tab. 4. The lower the sam-
pling rate, the worse the coherence between views, and the
lower the computational cost, leading to faster execution
time. In addition, shuffling the view order requires segment-
ing objects from a completely incoherent view list. The
results demonstrate that our iSegMan is capable of main-
taining a high level of accuracy, regardless of under sparse
and incoherent view conditions (e.g., with a sampling rate
of only 10%), or shuffling of the view order. Therefore, our
iSegMan is highly robust and enables a trade-off between
performance and execution time by reducing the view sam-
pling rate. In contrast, the effectiveness of the cross-view
self-prompting strategy proposed by SA3D [7] depends on
the accuracy of the rendered mask confidence map, which
is limited by the coherence of the rendering viewpoints.
Moreover, to ensure the stability of the gradient-based train-
ing of the 3D mask, SA3D requires that the number of views
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should not be too few. Consequently, it is challenging to ap-
ply the self-prompting strategy in situations where there is
a high degree of visual inconsistency or sparse views.

Ablation Studies. We perform ablation studies on the
epipolar constraint, the feature extractor, and the iterative
inspection mechanism to verify their effectiveness. The re-
sults are presented in Tab. B, Tab. C, and Tab. D in Ap-
pendix 3 respectively. The results show that removing the
epipolar constraint or the iterative inspection mechanism in-
troduces noise that leads to a significant loss of accuracy,
and that our method is robust to the feature extractor.

5. Conclusion and Limitation

Conclusion. In this paper, we propose a practical inter-
active Al agent, namely iSegMan, which precisely controls
the manipulation region based on user interactions and in-
vokes functions from the equipped manipulation toolbox
according to user requirements, overcoming the limitations
of existing methods in controlling the manipulation region
and providing interactive feedback to the user. We design
two novel algorithms for interactive 3D segmentation that
completely avoid the pre-processing step of scene-specific
training, making them well-suited for 3D scene manipula-
tion with reliable efficiency and robustness. The equipped
manipulation toolbox encompasses versatile inspiring func-
tions, providing a powerful solution for various 3DGS-
based applications. Extensive experiments show that our
iSegMan has significant advantages for interactive 3D seg-
mentation and manipulation tasks. We hope that our iSeg-
Man will serve as a practical tool in production practice.
Limitation. Although the proposed iSegMan achieves flex-
ible, controllable, and interactive 3D scene manipulation,
there are a few limitations that need to be addressed. (i).
The semantic editing of 3D Gaussians is limited by the im-
age editor. Although our iSegMan supports the step-by-step
achievement of complex editing requirements in an interac-
tive manner, this only alleviates this problem to a certain
extent, and each editing step is still limited by the image
editor. (ii). The latency of each interaction is limited by
the computational cost of the specific manipulation func-
tion. For instance, the semantic editing involves gradient-
based 3D Gaussian parameter optimization, which restricts
the real-time nature of the interaction. Improving the effi-
ciency of 3D manipulation while maintaining performance
is undoubtedly a promising avenue for future exploration.
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