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Figure 1. 360SPR panoramic dataset for Scene-agnostic Pose Regression (SPR). Trajectories with different lengths and sampling intervals
are collected at 3 heights of 360° sensors, i.e., 0.1m, 0.5m, 1.7m, corresponding to sweeping , quadruped , and humanoid robots.
The proposed SPR model trained from known scenes can generalize well to unknown scenes, without database retrieval.

Abstract

Absolute Pose Regression (APR) predicts 6D camera poses
but lacks the adaptability to unknown environments with-
out retraining, while Relative Pose Regression (RPR) gen-
eralizes better yet requires a large image retrieval database.
Visual Odometry (VO) generalizes well in unseen environ-
ments but suffers from accumulated error in open trajec-
tories. To address this dilemma, we introduce a new task,
Scene-agnostic Pose Regression (SPR), which can achieve
accurate pose regression in a flexible way while eliminating
the need for retraining or databases. To benchmark SPR,
we created a large-scale dataset, 360SPR, with over 200K
photorealistic panoramas, 3.6M pinhole images and cam-
era poses in 270 scenes at three different sensor heights.
Furthermore, a SPR-Mamba model is initially proposed to
address SPR in a dual-branch manner. Extensive experi-
ments and studies demonstrate the effectiveness of our SPR
paradigm, dataset, and model. In the unknown scenes of
both 360SPR and 360Loc datasets, our method consistently
outperforms APR, RPR and VO. The dataset and code are
available at SPR.

*Corresponding author (e-mail: jiaming.zhang@kit.edu).

1. Introduction

Visual localization is one of the fundamental tasks in the
computer vision domain. It is required to predict the 6D
camera poses given the visual cues captured by a camera.
The ability to determine the camera poses from captured
images enables various downstream applications that re-
quire precise spatial awareness, e.g., VR/AR [26, 54], au-
tonomous driving [43], and robotics [48, 51].

Absolute Pose Regression (APR) is one of the classical
paradigms for camera pose regression. Given the images
of a scene, the model predicts the absolute camera poses
concerning the scene coordinate system. Since a model in
the APR paradigm only learns the scene-specific features, it
is not applicable in unknown environments without retrain-
ing. Relative Pose Regression (RPR), in contrast, general-
izes better in unknown environments. This paradigm learns
the relative pose between a reference and query image dur-
ing training. In the inference phase, the model first retrieves
a reference image from the training set and then predicts
the relative pose for a query image. Although RPR is able
to predict camera poses in unseen environments, it requires
a large database to retrieve reference images similar to the
query image, which plays an important role in the whole
RPR paradigm. Without enough overlap or similarity be-
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tween reference and query images, the model performance
of RPR drops dramatically. Visual Odometry (VO) predicts
the next camera pose based on the previously predicted pose
and can generalize well in unseen environments. However,
it suffers from accumulated drift in open trajectories.

To address the dilemma of APR, RPR and VO, in this
work, we introduce a novel task termed Scene-agnostic
Pose Regression (SPR), targeting the generalization prob-
lem and the need for a large database. Given a sequence of
images along a trajectory, SPR takes the first image as the
coordinate system origin. Using all images before the query
image along the path as the model input, the camera pose of
the query image is predicted w.r.t. the origin image, not the
previous one. It’s worth noting that there is no accumulated
drift for open trajectories in the SPR paradigm compared to
VO since the prediction of the current frame camera pose
doesn’t depend on the previous frame camera pose. Com-
pared with APR, SPR disentangles the coordinate system
from scenes and learns the relative poses between frames
instead of scene-specific features so it is applicable in un-
seen environments. Unlike RPR, SPR bypasses the need to
use a large database for image retrieval. The relative poses
are calculated between the first frame of the trajectory and
the desired query frames.

Most publicly available visual localization datasets uti-
lize pinhole images to perform camera pose regression
while only a small amount of datasets use panoramas, e.g.,
the 360Loc [25] dataset. Fig. 2 illustrates the average me-
dian translation and rotation error of APR (represented by
PoseNet [30]), RPR (represented by Relpose-GNN [63])
and SPR (represented by SPR-Mamba) with the change of
image Field of View (FoV) in known environments of the
360Loc dataset. Both translation and rotation errors de-
crease when the image FoV increases, proving the neces-
sity of utilizing panoramas in pose regression tasks. The
reason behind this phenomenon is straightforward. Panora-
mas [24, 68, 79] not only enrich necessary visual infor-
mation for camera pose regression but also enable suffi-
cient overlap and similarity between frames, which is ex-
tremely important for RPR and SPR. The limitation of the
panoramic visual localization dataset, 360Loc [25], is also
obvious because it only provides less than 10K panoramas
distributed in only 4 scenes with a fixed sampling interval
and sensor height. The limited data capacity and diver-
sity cannot meet the demand for accurate and robust spa-
tial awareness in various real-world applications. As shown
in Table 5a, the model trained on 360Loc [25] is not able to
perform well in other diverse environments with an error in-
crease of 4.08m/4.67◦↑ on translation and rotation, respec-
tively. Table 5b further demonstrates the lack of robustness
when the model is trained at a fixed sensor height. To this
end, we establish a large-scale dataset named 360SPR with
over 200K photorealistic panoramas and 3.6M pinhole im-
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Figure 2. Model performance in APR, RPR, and SPR paradigms
with the change of image field of view. TE and RE stand for Trans-
lation Error and Rotation Error, respectively.

ages with camera poses in 270 scenes using the Habitat
simulator [47, 55, 59] powered by HM3D [49] and Mat-
terport3D [6] datasets. Fig. 1 illustrates the data collection
process. Trajectories of different lengths, with varying sam-
pling intervals between sampling points along the path, are
collected at three different robot heights, i.e., 1.7m, 0.5m,
0.1m, corresponding to humanoid robots , quadruped
robots , and sweeping robots , respectively.

Apart from the SPR task and 360SPR dataset, we pro-
pose a new model termed SPR-Mamba to explore the ef-
fectiveness of the SPR paradigm. SPR-Mamba consists
of a local branch and a global branch. The local branch
learns the relative pose between the current and previ-
ous frame while the global branch focuses on the one be-
tween the query and origin frame. These complemen-
tary branches enable comprehensive learning for camera
pose regression. Extensive experiments on the 360SPR and
360Loc [25] benchmarks verify the effectiveness of the SPR
with an error decrease over 7m/16◦ on translation and
rotation in unseen environments, outperforming APR and
RPR paradigms in the camera pose regression task.

To summarize, our contributions are as follows:

• We propose a new task termed Scene-agnostic
Pose Regression (SPR), addressing the generalization
problem of APR, the demand for a large database of
RPR and the accumulated error of VO.

• We create 360SPR, a dataset with 200K panoramas
and 3.6M pinhole images across 270 scenes at three
robot heights for panoramic visual localization.

• We introduce a model termed SPR-Mamba consisting
of a local and global branch. The local branch learns
the relative pose between the current and the previous
image while the global branch focuses on the one be-
tween the query and the origin image.

• Extensive experiments on 360SPR and 360Loc [25]
datasets prove the effectiveness of the proposed SPR
paradigm and SPR-Mamba model with an error reduc-
tion over 7m/16◦ on translation and rotation in un-
seen environments compared to APR and RPR.
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Figure 3. Comparison of different paradigms. (a) APR is not applicable in unseen scenes without retraining. (b) RPR requires a large
database for image retrieval. (c) VO suffers from accumulated drift. (d) SPR (ours) sets the first image in a sequence as the origin and
predicts the relative pose of its followings, i.e., query images, avoiding the need of retraining, retrieval database or accumulated drift.

2. Related Work

Absolute Pose Regression (APR) methods [3, 8, 11, 28–
30, 39, 52, 56, 69–71] aim to directly predict the 6D cam-
era poses from images within a known environment used
for training. PoseNet [30] employed a CNN to regress
poses from single images. MS-Transformer [56] utilized
transformer [65] for multiple scenes. AnchorPoint [52]
introduced anchor points to enhance localization, while
Marepo [8] conditioned the pose regressor on a scene-
specific map representation and PMNet [39] leveraged
neural volumetric pose features for localization.Besides,
sequence-based APR methods leverage temporal depen-
dency information from image sequences to improve abso-
lute pose prediction performance. VidLoc [11] extended
PoseNet by incorporating long short-term memory net-
works to capture temporal dependencies. MapNet [3], LS-
G [70], and GL-Net [71] integrated geometric consistency
and global-local feature fusion. While APR requires re-
training on new scenes due to their scene-specific features,
our SPR predicts camera poses in unknown scenes without
retraining or dependence on scene-specific maps.
Relative Pose Regression (RPR) methods [2, 15, 22, 35,
36, 53, 63, 72, 74, 77, 80] estimate the 6D camera rela-
tive pose between the query image and reference image,
generalizing to unseen scenes compared to APR methods.
NN-Net [35] retrieved similar database images and pre-
dicted relative poses without requiring scene-specific train-
ing. CamNet [15] presented a coarse-to-fine retrieval frame-
work that enhances retrieval accuracy. RelocNet [2] learned
feature embeddings through continuous metric learning.
EssNet [80] directly predicted the essential matrix from im-
age pairs, facilitating robust RPR. RelPose-GNN [63] uti-
lized a GNN to model spatial relationships between cam-
eras. Although RPR methods demonstrate better general-
ization than APR methods in unseen environments, they

normally require a large database for image retrieval and
feature matching, which can be impractical for large-scale
or dynamic settings. Additionally, the pose regression re-
sults may suffer from limited accuracy due to challenges
in matching and environmental variations. Unlike RPR,
SPR eliminates the reliance on large-scale reference image
databases, yielding better pose prediction in unseen cases.
Visual Odometry (VO) is a core technique [12, 37, 38,
42, 45, 46, 57, 58, 61, 66, 76, 81] used in Simultaneous
Localization and Mapping (SLAM) [4, 44] to estimate the
trajectory of a camera by analyzing sequential image data
to facilitate navigation in an unknown environment. Tra-
ditional feature-based VO methods [1, 16, 18, 31, 32] rely
on identifying and tracking specific image features to es-
timate camera movement. Chien et al. [10] evaluated the
choice of different features for monocular visual odome-
try. Learning-based VO methods leverage deep learning
for visual localization. DeepVO [67] utilized neural net-
works to predict trajectories from image sequences, while
D3VO [73] further added depth data for better accuracy.
VRVO [78] was tailored for the smooth tracking demands of
virtual environments. DAVO [33] was designed to quickly
adapt to dynamic settings. CEGVO [27] employed a novel
loss function to enhance visual odometry. ColVO [40] was
proposed to estimate colon depth and colonoscopic pose
continuously. The open-loop trajectory of VO has unavoid-
able drift accumulated over time and distance. In contrast,
SPR is more robust in open- and close-loop trajectories.

3. Methodology
The scene-agnostic Pose Regression (SPR) task is formu-
lated in Sec. 3.1 and compared with APR, RPR and VO.
Besides, our large-scale 360SPR dataset for benchmarking
the SPR task is presented in Sec. 3.2. In Sec. 3.3, we intro-
duce the proposed dual-branch SPR-Mamba model.
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Table 1. Comparison of visual localization datasets. Differences include: photographic vs. photorealistic types; field of views
(panoramic vs. pinhole); image sizes; the number of scenes/trajectories/intervals; and sensor heights (in sweeping , quadruped ,
humanoid robots). Our 360SPR has 200K panoramas and 3.6M pinhole images, offering diverse data for visual localization.

Dataset Type Panoramas Pan. Res. Pinholes Pin. Res. Scenes Trajectories Varying Interval Height Depth

7Scenes [19] 33K 480×640 7
12Scenes [64] 246.7K 968×1296 12
InLoc [60] 14K 1200×1600 5
Cambridge [30] 13.2K 1080×1920 5
NaVIP [75] 300K 2160×3840 4
LaMAR [54] 152K 480×640 3
360Loc [25] 9.3K 3072×6144 14.2K 1200×1920 4 18

360SPR (ours) 200K 1024×2048 3.6M 512×512 270 20K

3.1. Scene-agnostic Pose Regression

Task Definition. The Scene-agnostic Pose Regression task
aims to estimate the camera pose Tq of a query image Iq
relative to an origin image I1 within an arbitrary scene,
independent of specific scene characteristics or databases.
Given a sequence of images I1, I2, . . . , Iq captured along
a trajectory, the SPR task requires the model to accurately
compute Tq , which represents the camera’s position and
orientation for image Iq . Unlike traditional pose estimation
tasks that rely on structured scenes or predefined databases,
SPR operates across diverse environments, using only the
image sequence itself without scene-specific priors. The
goal of SPR is to develop a robust model that outputs Tq

w.r.t. I1 by processing the entire sequence I1, . . . , Iq−1, Iq .
Task Difference. Fig. 3 showcases the difference between
APR, RPR, VO and our proposed SPR task. 1 APR (in
Fig. 3a) is capable of predicting camera poses in seen envi-
ronments occurring in the training set. However, it is not ap-
plicable in unseen environments during inference since the
model learns scene-specific features in the APR paradigm.
2 RPR (in Fig. 3b), in contrast to APR, focuses on the
relative features between image pairs during training. Al-
though RPR has better generalizability compared to APR, it
requires a large database during inference since RPR needs
to retrieve a reference image similar to the query image to
form an image pair as the model input. 3 VO (in Fig. 3c)
can generalize well in unseen environments but suffers from
accumulated drift since it uses the previously predicted
camera pose to predict the current pose. 4 SPR (in Fig. 3d)
is proposed to address the aforementioned problems. By
choosing the first image in the sequence as the scene origin,
SPR separates the coordinate system from particular scenes
in the training set and identifies scene-agnostic features be-
tween the query and the origin image. This enables the
model to perform more effectively in novel scenes without

the need for a large-scale database. It is worth noting that
open trajectories in the SPR paradigm do not experience ac-
cumulated drift, as the regression of the current camera pose
is not influenced by the preceding pose.

3.2. 360SPR: Established Dataset

Data Collection. We first collect pinhole images in size
of 512×512 using the Habitat simulator [47, 55, 59] pow-
ered by HM3D [49] and Matterport3D [6] datasets and
then stitch the pinhole images to obtain panoramas in
1024×2048. We use the same stitching tool as Matter-
port3D [6] dataset. For every sample point in the trajec-
tories, we collect images with 3 elevations and 6 head-
ings, resulting in 18 pinhole images with their correspond-
ing camera poses. We select the camera pose of the 10-
th pinhole image in the sequential sequence as the pose of
the stitched panorama. To enable high-quality panoramic
images, three inspectors manually checked all samples in
the form of cross validation. The whole cleaning process
took more than 300 hours. Fig. 1 showcases the data col-
lection process. Within a navigable area of a scene, we
randomly select two points as the starting and destination
points. Then we calculate the shortest path between the
two points using the Dijkstra [14] algorithm. Since the
360Loc [25] dataset doesn’t consider different sampling in-
tervals and sensor heights, it’s difficult to satisfy the need
for robust and accurate spatial awareness in various real-
world applications. To this end, we sample trajectories in
different lengths with varying sampling intervals between
sampling points along the path. The trajectory length in
360SPR varies from 3m to 20m and the number of panora-
mas in one trajectory varies from 5 to 20. Moreover, three
different robot heights with a sampling ratio of 1:1:2 are
also taken into account, i.e., sweeping , quadruped , and
humanoid robots as shown in Fig. 1.
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Data Statistics. Table 1 lists the statistics of differ-
ent visual localization datasets, including 7Scenes [19],
12Scenes [64], InLoc [60], Cambridge [30], NaVIP [75],
LaMAR [54], and 360Loc [25]. All these datasets are
photographic. As 360SPR is collected using the Habi-
tat [47, 55, 59] simulator, the stitched panoramas are pho-
torealistic rather than photographic, providing the potential
for domain adaptation and generalization tasks. Besides,
our 360SPR dataset focuses on indoor scenes with differ-
ent sensor heights. Compared with other visual localization
datasets, 360SPR showcases its value with more than 200K
panoramas and 3.6M pinholes distributed in 20K trajecto-
ries among 270 scenes, addressing the data capacity and di-
versity problem of existing datasets for visual localization.
For the visualization of the 360SPR panoramas, please refer
to the supplementary.

3.3. SPR-Mamba Framework

Preliminary. State Space Models [21] (SSMs) and
Mamba [13, 20] have been receiving increasing interest in
the community due to their excellent performance in mod-
eling sequential inputs and outputs. SSMs can be expressed
by using a hidden state h(t) ∈ RN , parameter A ∈ RN×N ,
B ∈ RN ,C ∈ RN as follows:

h′(t) = Ah(t) +Bx(t), (1)
y(t) = Ch(t). (2)

Discretizing SSMs [21] by leveraging a timescale parameter
∆, Equations 1 and 2 can be reformulated as:

ht = Āht−1 + B̄xt, (3)
yt = Cht, (4)

where

Ā = exp (∆A) , (5)

B̄ = (∆A)
−1

(exp (∆A− I)) ·∆B. (6)

Compared to RNNs and Transformers [65], one advantage
of SSMs is that they can be trained in parallel while doing
inference in a sequential manner:

K̄ =
(
CB̄,CĀB̄, . . . ,CĀL−1B̄

)
, (7)

y = x ∗ K̄. (8)

Making SSMs input-sensitive, Mamba [13, 20] is proposed
by modifying the following terms:

B̄t = LinearB(xt), (9)
C̄t = LinearC(xt), (10)
∆t = Softplus (Linear∆(xt)) . (11)

SPR-Mamba. Given a sequence of images along a trajec-
tory, SPR-Mamba is able to predict the camera pose of an
arbitrary query image Iq w.r.t. I1 for an arbitrary sequence
length I1, I2, . . . Iq . Fig. 4 presents the model architecture
of the dual-branch SPR-Mamba and sets q=4 for the illus-
tration purpose. SPR-Mamba utilizes a frozen DINO [5] to
extract image features. The features are then fed into a lo-
cal branch to attain frame-by-frame features and a global
branch for the query-to-origin features. Within the local
branch, SPR-Mamba first calculates the difference between
two consecutive adjacent frames, i.e., 4 image features re-
sult in 3 feature differences, followed by multiple linear lay-
ers. The auxiliary translation head then outputs 3 relative
translations of the 3 frame-by-frame relative poses from 4
images. The same operation applies to the auxiliary rotation
head during training. Note that the two auxiliary heads are
not necessary after training.

In addition to the local branch focusing on the frame-
by-frame camera poses, the 4 DINO-extracted features also
go through the global branch for query-to-origin feature
learning. The global branch is stacked by multiple Mamba
blocks and finally selects the last hidden state from all out-
comes outputted by the last Mamba block since the last one
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Table 2. Comparison of different models using different paradigms in both seen and unseen environments on the 360SPR dataset. The
average median and average mean of Translation Error (TE in meters) and Rotation Error (RE in degrees) are reported.

Paradigm Model Source Code #Image Average Median Average Mean
TE (seen) TE (unseen) RE (seen) RE (unseen) TE (seen) TE (unseen) RE (seen) RE (unseen)

APR

PoseNet [30] ICCV link ë×1 10.12±0.3 30.25±1.2 10.22±0.3 47.15±1.3 10.13±0.2 29.54±1.3 10.23±0.2 46.02±1.0
NeFeS [7] CVPR link ë×1 3.29±0.3 27.88±0.9 3.40±0.3 49.01±0.8 3.20±0.3 29.04±1.1 3.22±0.2 47.51±0.9
Marepo [8] CVPR link ë×1 3.22±0.2 27.98±1.1 3.31±0.3 48.12±1.1 3.13±0.3 28.96±1.2 3.02±0.2 47.44±1.2

VidLoc [11] CVPR link ì×5 9.23±0.4 27.44±1.2 9.62±0.5 46.99±1.2 9.43±0.2 27.45±1.1 9.17±0.4 47.33±1.0
MapNet [3] CVPR link ì×5 9.23±0.2 27.12±1.2 9.45±0.6 47.22±1.3 9.45±0.2 26.71±1.2 9.34±0.3 46.15±0.7
GL-Net [71] CVPR reimpl. ì×5 8.61±0.2 27.45±1.0 9.31±0.4 47.01±0.4 8.91±0.4 28.44±1.1 8.89±0.4 48.21±1.0

RPR
NN-Net [35] ICCVW link ë×1 10.93±0.3 12.84±0.4 10.32±0.2 22.65±0.2 10.34±0.3 12.89±0.2 10.25±0.5 22.22±0.4

FAR [50] CVPR link ë×1 10.06±0.3 11.85±0.3 9.51±0.3 21.04±0.2 10.02±0.3 11.22±0.4 10.26±0.4 21.16±0.5
PanoPose [62] CVPR reimpl. ë×1 10.01±0.4 10.91±0.3 9.02±0.4 20.01±0.3 10.23±0.2 11.03±0.3 10.12±0.4 20.55±0.4

VO
DPVO [61] NeurIPS link ë×5 3.88±0.3 4.02±0.4 4.12±0.2 4.38±0.4 3.71±0.2 3.92±0.3 4.35±0.3 4.44±0.4

LEAP-VO [9] CVPR link ë×5 3.77±0.4 3.89±0.3 4.22±0.2 4.30±0.4 3.72±0.3 3.85±0.3 4.30±0.4 4.33±0.2
XVO [34] ICCV link ë×5 4.11±0.3 4.25±0.3 4.02±0.3 4.21±0.3 3.68±0.4 3.88±0.4 4.22±0.2 4.27±0.4

SPR SPR-Mamba (ours) CVPR link ì×5 3.32±0.3 3.85±0.3 3.43±0.3 3.97±0.4 3.22±0.2 3.78±0.4 3.31±0.3 3.91±0.3

aggregates all information from I1 to Iq . The selected hid-
den state is then fused with the features outputted by the
local branch. Like the local branch, a translation and a rota-
tion head take the fused feature as input and output the rela-
tive query-to-origin camera translation and rotation, respec-
tively. Since Mamba is capable of doing inference sequen-
tially, SPR-Mamba can continuously handle the upcoming
panoramas during inference with linear complexity.

4. Experiments

4.1. Datasets

360SPR. Our new dataset provides over 200K photorealis-
tic panoramas and the corresponding camera poses in 20K
trajectories distributed in 270 scenarios. All panoramas
have 1024×2048 resolution captured at 3 sensor heights
(sweeping , quadruped , and humanoid robots).
360Loc. The dataset [25] consists of 9.3K photographic
panoramas with corresponding camera poses in 18 inde-
pendent trajectories distributed in 4 scenarios, namely Con-
course, Hall, Atrium, and Piatrium. All panoramas have a
3072×6144 resolution captured at a fixed sensor height.

4.2. Implementation details

We train the SPR-Mamba model from scratch without any
pretraining except for a frozen DINO [5] as the feature ex-
tractor. The SPR-Mamba is trained with an A100 GPU for
150 epochs. The AdamW [41] optimizer is applied with an
initial learning rate of 1e−4. The training is warmed by a
linear scheduler for the first 10 epochs followed by a cosine
annealing strategy. To facilitate the training and inference,
we resize the panoramic images to 320×640 for the 360SPR
and 392×770 for the 360Loc [25] dataset. SPR-Mamba is
trained with a sequence length of 5 images and uses the last
one as the query image. Applying a batch size of 8 results
in 40 images within a batch. We use L1 loss to supervise

every camera pose:

L = α∥t̂− t∥1 + β∥q̂− q∥1, (12)

where t̂ and q̂ are the SPR-Mamba translation and rotation
output, t and q are the translation and rotation ground-truth,
respectively. α and β are two scaling factors balancing
the translation and rotation losses. Empirically, we choose
α = 1 and β = 10. Following [63], we parameterize cam-
era rotation as the logarithm of a unit quaternion, equivalent
to the axis-angle representation up to scale [23]. This oper-
ation avoids the need for additional constraints to ensure a
valid rotation. Logarithmic mapping of the unit quaternion
q = [u,v] is done via:

log(q) =

{
v

∥v∥2
cos−1(u) if ∥v∥2 ̸= 0,

0 otherwise,
(13)

where u and v are the real and the imaginary part of a unit
quaternion, respectively. The logarithmic form w = log(q)
can be converted back to a unit quaternion by the exponen-
tial mapping, exp(w) = [cos(∥w∥2), w

∥w∥2
sin(∥w∥2)].

4.3. Quantitative Results

To benchmark the proposed SPR task, we conduct experi-
ments on two panoramic datasets, i.e., our 360SPR and the
360Loc [25] dataset. All models are trained three times for
a fair comparison. The average median and mean of transla-
tion error (TE in meters) and rotation error (RE in degrees)
among all scenes with uncertainty are reported.
Results on 360SPR. Table 2 shows the comparison results
of different paradigms. In the unseen setting, we leave out
15 of 270 scenes as unknown during training and use them
for testing. Image-based APR [7, 8, 30] and sequence-based
APR [3, 11, 71] models have much lower generalizability
in unseen environments. For example, Marepo [8] obtains
the average median of TE/RE in 27m/48◦ even though it
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Table 3. Comparison of different models using different paradigms in both seen and unseen environments on the 360Loc dataset. The
average median and average mean of Translation Error (TE in meters) and Rotation Error (RE in degrees) are reported.

Paradigm Model Source Code #Image Average Median Average Mean
TE (seen) TE (unseen) RE (seen) RE (unseen) TE (seen) TE (unseen) RE (seen) RE (unseen)

APR

PoseNet [30] ICCV link ë×1 8.23±0.2 28.55±1.4 8.34±0.3 45.12±1.1 8.26±0.2 27.32±1.6 8.55±0.3 46.02±1.3
NeFeS [7] CVPR link ë×1 1.27±0.2 25.78±0.7 1.12±0.3 47.12±0.7 1.21±0.3 27.12±1.0 1.12±0.2 45.63±0.9
Marepo [8] CVPR link ë×1 1.31±0.2 25.75±1.2 1.11±0.3 46.21±1.1 1.17±0.2 26.81±1.4 1.03±0.2 45.11±1.5

VidLoc [11] CVPR link ì×5 7.36±0.4 25.33±1.1 7.72±0.5 44.39±1.1 7.66±0.3 25.13±1.0 7.17±0.4 45.19±1.3
MapNet [3] CVPR link ì×5 7.03±0.4 25.21±1.3 7.32±0.7 45.43±1.3 7.31±0.4 24.66±1.1 7.23±0.3 44.51±1.1
GL-Net [71] CVPR reimpl. ì×5 6.45±0.3 25.72±1.3 7.44±0.4 45.23±1.1 6.94±0.4 26.65±1.2 7.01±0.3 46.11±1.0

RPR
NN-Net [35] ICCVW link ë×1 8.98±0.2 10.97±0.3 8.13±0.4 20.51±0.2 8.53±0.4 10.77±0.4 8.37±0.3 20.01±0.4

FAR [50] CVPR link ë×1 7.99±0.3 9.35±0.3 7.42±0.4 19.01±0.2 8.02±0.3 9.13±0.3 8.16±0.4 19.05±0.4
PanoPose [62] CVPR reimpl. ë×1 7.81±0.4 9.12±0.4 7.35±0.4 18.94±0.4 7.99±0.3 9.01±0.3 8.06±0.3 19.00±0.5

VO
DPVO [61] NeurIPS link ë×5 2.22±0.3 2.40±0.3 1.72±0.3 1.84±0.2 2.30±0.3 2.43±0.3 1.82±0.3 2.01±0.3

LEAP-VO [9] CVPR link ë×5 2.54±0.2 2.71±0.3 1.68±0.2 2.03±0.3 2.46±0.3 2.66±0.3 1.83±0.3 2.01±0.3
XVO [34] ICCV link ë×5 2.43±0.3 2.56±0.2 1.80±0.4 1.99±0.3 2.51±0.4 2.69±0.3 1.68±0.2 1.92±0.3

SPR SPR-Mamba (ours) CVPR link ì×5 1.43±0.3 1.94±0.3 1.21±0.2 1.44±0.2 1.23±0.3 1.87±0.3 1.17±0.3 1.28±0.2

achieves the best performance in seen environments. The
reason for the poor generalization is that models in the APR
paradigm learn scene-specific features to predict the abso-
lute camera pose. Therefore, they fail to predict poses in
novel scenes. On the other hand, RPR models generalize
better than APR models since they focus on the relative fea-
tures between frames which are less related to the scenes.
VO models can generalize well in unseen environments.
However, compared to SPR, VO performs worse due to
the unavoidable accumulated drift. Our SPR-Mamba in the
SPR paradigm significantly outperforms all APR, RPR and
VO models in unknown environments, yielding the best per-
formance (the average median of TE/RE in 3.85m/3.97◦).
The error reduction of TE/RE are over 23m/43◦↓ com-
pared to APR, and 7m/16◦↓ compared to RPR. The SPR
paradigm disentangles the coordinate system from specific
scenes and predicts the relative pose between the query and
origin frame by learning the scene-agnostic features along
trajectories. These results show that our SPR paradigm and
model generalize better in unknown environments. In the
seen setting, 20% trajectories of training scenes are ex-

cluded for testing. Surprisingly, the performance of our
SPR-Mamba is on par with the best image-based APR
method Marepo [8].

Results on 360Loc. Table 3 shows the comparison on
the 360Loc [25] dataset. In the unseen environments,
we perform cross-validation, in which 1 of 4 scenes is ex-
cluded as unknown and for testing, while the remaining 3
scenes for training. The same operation repeats until all 4
scenes are tested. We then average the results of 4 scenes.
Consistent with the results on 360SPR, all APR models
generalize poorly in unseen scenes on the 360Loc [25]
dataset. RPR models showcase the superiority in unseen
environments compared to both image-based and sequence-
based APR models. Although VO models perform bet-
ter than APR and RPR models in unknown environments,

1.5

2.5

3.5

4.5

5 10 15 20

Tr
an

sl
at

io
n 

Er
ro

r (
m

)

Sequence Length

VO SPR

1.5

2.5

3.5

4.5

5 10 15 20

Ro
ta

tio
n 

Er
ro

r (
°)

 

Sequence Length

VO SPR

Figure 5. Comparison of VO and SPR paradigms for unknown
scenes with different sequence lengths of 360Loc [25] dataset.

they underperform models in the SPR paradigm. Our SPR-
Mamba outperforms all models, obtaining the best perfor-
mance (the average median of TE/RE in 1.94m/1.44◦)
with over 7m/17◦↓ error reduction of the RPR paradigm.
In the seen testing, the data splitting follows the official
360Loc [25] dataset. The performance gap between SPR-
Mamba and Marepo [8] is marginal with 0.12m TE and
0.1◦ RE. The remarkable performance on the real-world
panoramic dataset proves the effectiveness of our SPR-
Mamba in both seen and unseen environments.

4.4. Ablation Study

Comparison with VO. Fig. 5 shows the comparison be-
tween VO and SPR paradigms. Compared with VO, SPR
predicts the camera pose relative to the first origin frame
instead of the previous frame while VO predicts the rela-
tive pose between two consecutive adjacent frames. Since
VO predicts the current pose based on the previous one,
the accumulated drift in open trajectories is unavoidable.
In contrast, our SPR paradigm directly estimates the pose
according to the origin, avoiding the need for loop closure
detection to eliminate the drift. We train TSformer-VO [17]
in both paradigms on the 360Loc [25] dataset with different
sequence lengths, from 5 to 20 images. The model is trained
with 3 scenes and evaluated with the last remaining scene in
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Table 4. Ablation study of SPR-Mamba components on 360SPR
dataset. Translation/Rotation Errors (TE/RE in m/°) are reported.

Model Aux. Heads Local Branch Global Branch TE RE

1 SPR-Mamba 10.33±1.3 10.68±1.4

2 SPR-Mamba 4.72±0.7 5.11±0.5

3 SPR-Mamba 4.32±0.6 4.67±0.5

4 SPR-Mamba 3.85±0.3 3.97±0.4

a cross-validation manner. We train the model three times
and report the average median of TE and RE with standard
deviation in shadow in Fig. 5. It can be observed that the TE
and RE of TSformer-VO [17] become larger as the sequence
becomes longer in both SPR and VO settings. However, the
performance gap widens as the sequence length increases
since the SPR paradigm does not experience drift, whereas
the VO paradigm does. The result confirms that our SPR
paradigm can better handle long sequences.
Component Ablation. To further analyze the effectiveness
of different components of the proposed SPR-Mamba, we
ablate the local branch, global branch, and auxiliary train-
ing heads. The average median of TE and RE in unknown
environments on the 360SPR dataset are reported in Ta-
ble 4. 1 Without the global branch, SPR-Mamba degener-
ates into a simple model consisting of several linear layers,
predicting the consecutive adjacent frames like VO. Apart
from the aforementioned variant, 2 SPR-Mamba without
the local branch and the auxiliary regression heads cannot
achieve satisfying results, either. The model only focuses
on the query-to-origin relative features, neglecting the lo-
cal relative features which help improve overall model per-
formance. Compared with the previous variant, this model
has a performance gain over 5m/5◦ for TE and RE, respec-
tively. 3 SPR-Mamba with a local and global branch but
without the auxiliary regression heads, achieves even bet-
ter performance since the model is able to capture the local
relative features even though there is no supervision for the
relative poses of the consecutive adjacent frames. 4 SPR-
Mamba with all components, performs the best. In addi-
tion to the local and global feature learning, the auxiliary
heads provide more supervision via their loss functions for
the local branch, which further benefits the global feature
learning through gradient and backpropagation.
Cross-data Evaluation. We conduct the cross-evaluation
experiment between 360Loc [25] and 360SPR datasets. Ta-
ble 5a demonstrates the average median of TE and RE for
unseen environments of both datasets. When evaluated
on 360Loc [25], SPR-Mamba trained on 360SPR achieves
comparable results to those trained on 360Loc [25]. The
performance gap of 0.2m/0.23◦ on TE/RE is neglectable.
In contrast, SPR-Mamba trained on 360Loc [25] is not able
to perform well on the 360SPR dataset because 360SPR
is more diverse and challenging. It’s difficult for a model
to generalize well when trained on a dataset with a single
sensor height, similar scenes and limited panoramic data.

Table 5. Evaluation between datasets and between sensor heights.
Translation/Rotation Errors (TE/RE in m/°) are reported.

Train

Evaluate

2.14 / 1.67 3.85 / 3.97

1.94 / 1.44 6.02 / 6.11

360Loc

360Loc

360SPR

360SPR 3.88 / 3.97 5.33 / 5.41 5.45 / 5.57

Train
Evaluate

5.03 / 5.13

5.23 / 5.30 3.93 / 4.01 5.44 / 5.55 4.90 / 5.10

5.18 / 5.29 5.21 / 5.33 3.78 / 3.86 4.49 / 4.59

3.91 / 4.03 3.90 / 3.99 3.79 / 3.92 3.85 / 3.97

(a) Evaluation cross datasets. (b) Evaluation cross sensor heights.

The performance gap, in this case, reaches 2.17m/2.14◦ on
TE/RE. This ablation study shows the value of creating a
large-scale panoramic dataset like 360SPR with over 200K
panoramas and 270 scenes at 3 different sensor heights,
making a model more robust to real-world cases.
Cross-sensor Evaluation. Apart from the cross-dataset
evaluation, we also ablate the influence of different sensor
heights in unknown environments. As shown in Table 5b,
we train SPR-Mamba model on 4 splits of 360SPR, namely
the data only at 0.1m , data only at 0.5m , data only at
1.7m , and a mixture of all heights . It can be ob-
served that the domain gap exists across different heights,
e.g., SPR-Mamba trained on pure 1.7m data achieves a
3.78m average median of translation error evaluated at the
same height, while the error increases by 1.4m↑ when eval-
uated at the pure 0.1m data. Compared with the training at a
single height, SPR-Mamba showcases excellent robustness
when trained on the complete 360SPR dataset, achieving
the best/second-best results in all splits. This ablation study
proves the necessity of creating a dataset with different sen-
sor heights for accurate and robust camera pose regression.

5. Conclution
We propose Scene-agnostic Pose Regression (SPR) to
enhance APR generalization and reduce RPR’s database
dependency. To explore SPR, we create a large-scale
panoramic dataset (360SPR) with over 200K photorealistic
panoramic images and 3.6M pinhole images in 270 scenes.
To address SPR, a dual-branch SPR-Mamba model is con-
structed with an SSM-based mechanism, which showcases
its superiority in the camera pose regression task in unseen
environments with a 7m/16◦ error degradation in transla-
tion and rotation compared with APR and RPR models. We
hope this work has the potential to advance the field of cam-
era pose regression, providing generalized visual localiza-
tion in unknown scenes.
Limitations and Future Work. Although the SPR
paradigm is capable of predicting camera poses in unknown
environments, the poses are relative to the origin frame. No
information about the absolute poses is available. Besides,
the ability of SPR-Mamba to handle image distortions in
panoramas will be further improved in our future work.
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Transformer-based model for monocular visual odome-
try: A video understanding approach. arXiv preprint
arXiv:2305.06121, 2023. 7, 8

[18] Mariia Gladkova, Rui Wang, Niclas Zeller, and Daniel Cre-
mers. Tight integration of feature-based relocalization in
monocular direct visual odometry. In ICRA, 2021. 3

[19] Ben Glocker, Shahram Izadi, Jamie Shotton, and Antonio
Criminisi. Real-time RGB-D camera relocalization. In IS-
MAR, 2013. 4, 5

[20] Albert Gu and Tri Dao. Mamba: Linear-time sequence
modeling with selective state spaces. arXiv preprint
arXiv:2312.00752, 2023. 5

[21] Albert Gu, Karan Goel, and Christopher Ré. Efficiently
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