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Abstract

Test-time adaptation with pre-trained vision-language mod-

els, such as CLIP, aims to adapt the model to new, poten-

tially out-of-distribution test data. Existing methods cal-

culate the similarity between visual embedding and learn-

able class embeddings, which are initialized by text embed-

dings, for zero-shot image classification. In this work, we

first analyze this process based on Bayes theorem, and ob-

serve that the core factors influencing the final prediction

are the likelihood and the prior. However, existing meth-

ods essentially focus on adapting class embeddings to adapt

likelihood, but they often ignore the importance of prior. To

address this gap, we propose a novel approach, Bayesian

Class Adaptation (BCA), which in addition to continuously

updating class embeddings to adapt likelihood, also uses

the posterior of incoming samples to continuously update

the prior for each class embedding. This dual updating

mechanism allows the model to better adapt to distribution

shifts and achieve higher prediction accuracy. Our method

not only surpasses existing approaches in terms of perfor-

mance metrics but also maintains superior inference rates

and memory usage, making it highly efficient and practical

for real-world applications.

1. Introduction

Recent advances in visual tasks have seen a growing pref-

erence for using pre-trained vision-language models like

CLIP [18, 22, 33, 46], which leverage large-scale paired

image-text data enables it to learn rich, multi-modal rep-

resentations that generalize well to a variety of downstream

tasks [24]. However, when deploying CLIP in real-world

environments, the distribution discrepancy between the pre-

trained data and the environment data can lead to perfor-

mance degradation [23, 25, 45, 56, 57]. To address this issue

in real-time, test-time adaptation (TTA), which aims adapt

the pre-trained model to new, potentially out-of-distribution

*Corresponding author

（a）Fixed prior

fixed

COVID-19 periodNormal period

You have a 

cold

Prior

ColdFever

You have a 

cold

Prior

ColdFever

（b）Adaptive prior

adaptive

COVID-19 periodNormal period

You have a 

cold

Prior

ColdFever

You have a 

COVID-19

Prior

COVID-19Fever

✔

✔ ✔

❌

Figure 1. Fixed Prior vs. Adaptive Prior: Comparison of Diagnosis

Outcomes. In the fixed prior scenario, patients with fever are con-

sistently diagnosed with the common cold, regardless of whether it

is a normal period or a COVID-19 period. In contrast, the adaptive

prior scenario adjusts the diagnosis based on the current context.

During normal periods, patients with fever are diagnosed with the

common cold, while during the COVID-19 period, they are more

likely to be diagnosed with COVID-19. This demonstrates the im-

portance of performing prior adaptation in different environments.

test data during the inference phase, have been applied to

the CLIP [9, 11, 19, 38].

Existing TTA methods based on CLIP can be roughly di-

vided into two categories. Early methods [9, 38] fine-tune

the text prompts by minimizing the entropy of prediction to

generate new class embeddings, which requires backprop-

agation and can be time-consuming, and then calculate the

similarity between visual embedding and these new class

embeddings for zero-shot classification. In fact, this ap-

proach is not in line with the TTA problem setting, which

emphasizes real-time adaptation. Therefore, recent meth-

ods [11, 19] have begun to use memory to continuously

store visual embeddings to increase the number of class em-

beddings or employ statistical methods to update class em-

beddings with incoming visual embedding, and then per-
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form classification with these updated class embeddings.

These approaches can perform real-time test-time adapta-

tion, aligning more closely with the TTA problem setting.

Essentially, current test-time adaptation methods based

on CLIP generate initial class embeddings U = {µm}Mm=1

by encoding text prompts and dynamically update these

class embeddings U to update the logits (or probability)

P (x|U), which is also known as the likelihood, to better

adapt to the test environment distribution during the test

phase, thereby making a better prediction P (Y |x), which

is also called the posterior. In this work, we leverage the

Bayes theorem to analyze and observe that the posterior

P (Y |x) is influenced not only by the likelihood P (x|U)
but also by the prior P (Y |U), which reflects initial belief

about the categories Y given the class embeddings U . How-

ever, existing methods [9, 11, 19, 38] all ignore this point

and use the fixed prior from pre-trained CLIP, which in-

evitably leads to suboptimal solutions when the test data

distribution significantly deviates from the pre-trained data

distribution. We also give a related example in Figure 1.

Please note that we focus on the conditional prior P (Y |U)
rather than P (Y ). Unless otherwise specified, the prior we

refer to in this work is P (Y |U).

In this work, we propose Bayesian Class Adaptation

(BCA), which not only considers only consider the like-

lihood adaptation as in previous methods, but also incor-

porate the prior adaptation. When a test image arrives, its

visual embedding is computed using the visual encoder of

CLIP, and the probability of belonging to each class em-

bedding is calculated based on the current likelihood. For

likelihood adaptation, the most similar class embedding is

selected and updated using a statistical method by recalcu-

lating the mean of the selected class embedding with the

current visual embedding. For prior adaptation, the proba-

bility of belonging to each class embedding are combined

with the current prior to compute the posterior for each cat-

egory. The category with the highest posterior probability

is selected as the most likely category for the image. The

prior of the selected class embedding is updated by recal-

culating the mean with the posterior. This dynamic update

mechanism helps the model adapt to the test distribution,

thereby enhancing the robustness and accuracy of zero-shot

image classification in real-world applications. Despite its

simplicity, the method ensures high inference rates and low

memory usage, making it highly suitable for TTA scenarios.

Our contributions are as follows:

1. Comprehensive Analysis: We leverage the Bayes theo-

rem to analyze the process of CLIP performing zero-shot

image classification, observing that the key of making

better prediction lies in considering both the likelihood

adaptation and the prior adaptation. We find that existing

methods often ignore the prior adaptation. By address-

ing this issue, we propose a more general method.

2. Effective and Fast Method: We propose a efficient

method that not only achieves good performance on Out-

of-Distribution (OOD) and Cross Domain benchmarks,

but also maintains high inference speed and low memory

usage, making it highly suitable for TTA scenarios.

2. Related Work

Vision-language models. Most visual recognition stud-

ies rely on training a separate deep neural network for

each task, which is laborious [12]. Recently, Vision-

Language Models (VLMs) have emerged, learning rich

vision-language correlations from web-scale image-text

pairs and enabling zero-shot predictions on various visual

recognition tasks with a single model [3, 18, 33, 47]. CLIP

[33] is the pioneering work that uses contrastive learning to

align image and text embeddings. ALIGN [18] scales up the

training of vision-language models by leveraging a dataset

of over one billion noisy image alt-text pairs. FILIP [47]

models the fine-grained semantic alignment through a novel

cross-modal late interaction mechanism in the contrastive

loss. PaLI [3] performs joint scaling on both the language

and vision components for a wide range of parameters.

Transfer learning with vision-language models. Since

pre-trained VLMs are generally trained to learn task-

agnostic concepts, their performance can degrade when ap-

plied to downstream tasks due to the task-specific styles of

images and text. To address this issue, transfer learning

has been introduced to further adapt them to downstream

tasks. From a methodological perspective, these methods

can be roughly divided into two categories: prompt tuning

[1, 35, 37, 50, 54, 55] and feature adapter [10, 31, 52].

For prompt tuning, it fits the downstream tasks by find-

ing the optimal prompts. CoOp [55] propose Context Op-

timization to learn a specific set of context tokens for each

class, while CoCoOp [54] further propose conditional Con-

text Optimization to generate a specific prompt for each im-

age. Unlike these two methods perform text prompt tuning,

VP [1] uses a learnable perturbations on images to perform

visual prompt tuning. RePrompt [35] proposes retrieval-

enhanced visual prompt learning to cache the knowledge of

downstream tasks. Further, UPT [50] tunes both the visual

and text prompt under the few-shot learning and domain

generalization settings. MVLPT [37] incorporates cross-

task knowledge to enable information sharing for visual and

text prompt tuning. For feature adapter, it fine-tunes VLMs

to align both text embedding and visual embedding with a

light-weight adapter. CLIP-Adapter [10] adopts an addi-

tional bottleneck layer to learn new features and performs

residual-style feature blending with the original pretrained

features. Tip-Adapter [52] creates the weights by a key-

value cache model constructed from the few-shot training

set. SVL-Adapter [31] introduces a new encoder which is

trained using self-supervision on the target dataset to com-
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bine the strengths of both vision-language pretraining and

self-supervised learning.

Test-time adaptation with vision-language models. Test-

time adaptation aims to adapt pre-trained model to test data,

which may have the distribution discrepancy with the train-

ing data, during the test time. Early TTA methods often

applied entropy minimization [27, 53], batch normalization

calibration [29, 41], pseudo-labeling [16, 17] and consis-

tency regularization [30, 43] to improve the performance.

Recently, with the increasing popularity of VLMs, many

TTA works have also been applied to CLIP. TPT [38] opti-

mizes the text prompt to encourage consistent predictions

across augmented views by minimizing the marginal en-

tropy. DiffTPT [9] leverages pre-trained diffusion mod-

els to generate diverse and informative augmented data to

improve TPT. C-TPT [48] jointly optimizes the prompt to

achieve better calibration by maximizing average text fea-

ture dispersion during test time. Unlike these methods that

require backpropagation during the test time, TDA [19]

adapts to test data gradually via progressive pseudo la-

bel refinement with a lightweight key-value cache. DOTA

[11] continually estimates the distribution of test samples

to adapt the model work well in test environment. MTA

[49] manages augmented views by optimizing inlierness

variables to generate final visual embeddings in a training-

free manner. PromptAlign [36] explicitly aligns the test

sample statistics with that of the source data distribution

through token distribution alignment to optimizes the text

prompt. HisTPT [51] introduces three types of knowledge

banks to build up comprehensive memorization, mitigating

the knowledge forgetting. Zero [7] sets the Softmax tem-

perature to zero to converting probability distributions into

one-hot encodings for test-time adaptation.

3. Method

Problem Setting. In this work, we address the challenge

of test-time adaptation for a pre-trained visual-language

model, CLIP [33]. Given a sequence of images {xi}
n
i=1

that

arrive sequentially, the model needs to predict the label for

each single image xi immediately in an online manner. The

goal is to improve the classification accuracy of the model

on test data {xi}
n
i=1

while preserving inference efficiency.

For a K-class classification problem at test time, the

CLIP model typically prepares K hand-crafted prompts,

such as {a photo of[Class k]}Kk=1
, and sends them

to the text encoder Et to obtain their normalized text em-

beddings F t = {f t
k}

K
k=1

. The visual encoder Ev is then

used to encode the test images xi to obtain their normal-

ized visual embeddings fv
i . Finally, the model computes

the cosine similarity between fv
i and F t to determine the

prediction as follows:

P (Y |xi) =
exp(cos(fv

i ,F
t))

∑K

j=1
exp(cos(fv

i ,f
t
j ))

, (1)

where exp(·) denotes the exponential function and cos(·, ·)
represents the cosine similarity function.

3.1. Analysis

In this section, we use Bayes theorem to analyze the pro-

cess of how the model generates predictions when a sample

xi arrives. We consider a more generalized scenario where

we have M class embeddings {µm}Mm=1
to perform K cat-

egory zero-shot classification on the sample xi. Here, M
can be greater than or equal to K. Specifically, M ≥ K
because some methods [19] try to store visual embeddings

during the test phase to increase class embeddings. In con-

trast, many other methods [9, 38] maintain M = K, up-

dating each class embedding directly. The posterior can be

formulated as follows:

P (Y |xi) =
M∑

m=1

P (Y,µm|xi)

=

M∑

m=1

P (µm|xi) ∗ P (Y |xi,µm)

=

M∑

m=1

P (µm|xi) ∗ P (Y |µm).

(2)

The first line is based on the law of total probability. The

second line uses the definition of conditional probability.

The key assumption in the third line is that once we know

the class embeddings µm, the information of xi does not

further change the probability of Y [21]. From the Eq. (2),

we can divide the steps of predicting the label of xi into two

parts. First, we calculate the probability of xi belonging

to each class embedding µm and then multiply it with the

prior P (Y |µm). Based on Bayes theorem, P (µm|xi) can

be further written as:

P (µm|xi) =
P (xi|µm) ∗ P (µm)

P (xi)

=
P (xi|µm) ∗ P (µm)
∑M

j=1
P (xi,µj)

=
P (xi|µm) ∗ P (µm)

∑M

j=1
P (xi|µj) ∗ P (µj)

(3)

where P (xi|µm) represents likelihood, and P (µm) is the

probability of each class embedding. Generally, it is as-

sumed that the probability of all class embeddings P (µm)
is the same, that is, assuming P (µm) = 1

M
. By substituting

Eq. (3) and P (µm) = 1

M
back into Eq. (2), we can obtain:

P (Y |xi) =

M∑

m=1

P (xi|µm)
∑M

j=1
P (xi|µj)

∗ P (Y |µm). (4)

Remark: 1): Example: For the original CLIP model,

the number of class embeddings M = K, the class embed-

dings are set as µk = f t
k, and the likelihood is defined as
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Figure 2. Overview of the proposed Bayesian Class Adaptation (BCA) method. When deploying CLIP to a test environment, M class

embeddings are initialized based on hand-crafted prompts, and the prior for each class embedding is initialized as a one-hot vector with

the corresponding class set to 1. (a) Embedding: when i-th image arrives, it is encoded into a visual embedding fv

i using visual encoder.

(b) Likelihood adaptation: the probability P (U |xi) is calculated based on current likelihood to find class embedding µs with the highest

probability. This µs is then updated using statistical method with fv

i to adapt the likelihood. (c) Prior adaptation: the posterior P (Y |xi)
is calculated by multiplying P (U |xi) by the current prior. And the prior of s-th class embedding P (Y |µs) is adapted with this posterior.

P (xi|µk) ∝ exp(cos(Ev(xi),µk)) = exp(cos(fv
i ,µk)).

It is important to note that the prior of pre-trained CLIP

P (Y |µk) ∈ RK is a one-hot vector, where the k-th element

is 1 and all other are 0. This means that when a sample be-

longs to the k-th class embedding, its probability of being

in k-th category is 1. By substituting these into Eq. (4),

we can obtain Eq. (1). 2): Core factors: From the above

derivation, it is evident that the core factors affecting poste-

rior are the likelihood P (x|µ) and prior P (Y |µ). Existing

methods focus on adapting the likelihood while keeping the

prior fixed. In the following sections, we aim to adapt both

the likelihood and the prior to improve the model’s perfor-

mance in new environments.

3.2. Likelihood Adaptation

Here, we consider a setting where M ≥ K, which is

more general. From Eq. (4), it is clear that the accu-

racy of the final posterior is directly influenced by the

likelihood P (xi|µm). Recently, various methods have

focused on updating this term to make class embedding

more suitable for test distribution. For example, TPT [38],

DiffTPT [9] and C-TPT [48] apply prompt tuning to up-

date text embeddings to update µm, TDA [19] applies

feature adapter to add the visual embedding as the new

class embeddings, DOTA [11] uses Gaussian distribution

P (xi|µm,Σm) = N(xi|µm,Σm), and continuously up-

date µm and Σm based on statistical method. In this

work, we follows original CLIP that assume the likelihood

P (xi|µm) ∝ exp(cos(Ev(xi),µm)), which only requires

updating µm using statistical method.

Specifically, the text encoder is used to encode M hand-

crafted prompts to obtain M text embeddings as the initial

class embeddings {µm}Mm=1
, where the m-th text embed-

ding is obtained by encoding the hand-crafted prompt of

the m%K-th category. And as the test image xi continues

to arrive, the µm is constantly updated based on xi. Specif-

ically, the visual encoder is used to map the image xi to a

visual embedding fv
i . Then the probability that it belongs

to each class embedding µm is calculated based on Eq. (3):

P (µm|xi) =
P (xi|µm)

∑M

j=1
P (xi|µj)

=
exp(cos(fv

i ,µm))
∑M

j=1
exp(cos(fv

i ,µj))
(5)

Then the class embedding µs with highest probability is

selected. If the probability P (µs|xi) exceeds the threshold

τ , µs is updated as follows:

µs =Norm(
C1[s] ∗ µs + fv

i

C1[s] + 1
),

C1[s] = C1[s] + 1,

(6)

where Norm(·) denotes vector normalization, and C1[s] is

a counter initialized as n1 to count samples for the µs.
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3.3. Prior Adaptation

As mentioned earlier, the prior P (Y |µm) in pre-trained

CLIP model is a one-hot vector, where the m%K-th ele-

ment is 1. However, the prior should be different in differ-

ent environments. For example, consider a person who has a

fever. During the COVID-19 period, we naturally think that

he is more likely to have COVID-19, whereas in normal pe-

riod, we might assume he is more likely to have common

cold. This illustrates that the prior P (disease|fever) can

vary significantly depending on the environment. There-

fore, it is crucial to develop a more flexible and adaptive

prior that can handle distribution shifts and improve the ro-

bustness of the model in real-world applications.

In our method, the prior P (Y |µm) is initialized as a K-

dimensional one-hot vector, in which its m%K-th element

is 1 from original CLIP. And the prior will be continuously

updated as the samples arrive. When the i-th image xi ar-

rives, the posterior P (Y |xi) is calculated based on the cur-

rent prior P (Y |µm) and the probability P (xi|µm), which

is calculated in the likelihood adaptation, according to Eq.

(2) as follows:

P (Y |xi) =

M∑

m=1

exp(cos(fv
i ,µm))

∑M

j=1
exp(cos(fv

i ,µj))
∗ P (Y |µm).

(7)

where the posterior P (Y |xi) is also the prediction for xi.

Then this posterior is also used to update the prior of s-th

class embedding P (Y |µs), where µs is the one selected in

the likelihood adaptation, as follows:

P (Y |µs) =
C2[s] ∗ P (Y |µs) + P (Y |xi)

C2[s] + 1
,

C2[s] = C2[s] + 1,

(8)

where C2[s] is a counter initialized as n2 to count samples

for the s-th class embedding. It is worth noting that there

are two different counters C1 and C2 in our method. The

most intuitive understanding is that the learning rates used

to update the prior P (Y |µs) and class embedding µs are

different. By using the P (Y |xi) to update P (Y |µs), the

model can continuously adapt to the evolving test distribu-

tion, leading to more accurate and robust predictions.

3.4. Our method

By integrating the above two points, we first initialize M
class embeddings based on hand-crafted prompts, and ini-

tialize the prior of each class embedding as a one-hot vector,

where the corresponding category is set to 1, that is defining

U = [µT
1
;µT

2
; · · · ;µT

M ] ∈ Rd∗M , where d is the is the di-

mension of the embedding and T represents transpose, and

V = [P (Y |µ1), P (Y |µ2), · · · , P (Y |µM )] ∈ RM∗K . In

addition, C1 and C2 are initialized to an M -dimensional

vector with the values n1 and n2 respectively to update the

Algorithm 1 Bayesian Class Adaptation

Input: A pre-trained CLIP model, unlabeled test data

{(xi)}
n
i=1

, M hand-crafted prompts, hyperparameters τ ,

n1 and n2

Procedure:

1: Initialize the M class embeddings U = [µT
1
; · · · ;µT

M ]
by encoding M hand-crafted prompts with text encoder

of pre-trained CLIP;

2: Initialize the prior V = [P (Y |µ1), · · · , P (Y |µM )],
where the m-th row is a one-hot vector with the m%K-

th element being 1;

3: Initialize C1 and C2 as an M -dimensional vector with

the values n1 and n2 respectively;

4: for i = 1:n do

5: Map test image xi to visual embedding fv
i ;

6: Calculate the probability P (U |xi) of belonging to

each class embedding and posterior P (Y |xi) with

current U and V based on Eq. (9);

7: Select the most likely class embedding index s based

on P (U |xi);
8: if P (U [s]|xi) > τ then

9: Adapt U [s] with fv
i , and C1[s] based on Eq. (6);

10: Adapt V [s] with P (Y |xi), and C2[s] based on Eq.

(8);

11: end if

12: return posterior P (Y |xi).
13: end for

class embedding and its prior. As the test data xi continues

to arrive, we first calculate the probability belongs to each

class embedding based on Eq. (5) and posterior based on

Eq. (4), which can be rewritten in matrix form as follows:

P (U |xi) = Softmax(fv
i ∗U),

P (Y |xi) = Softmax(fv
i ∗U) ∗ V ,

(9)

where Softmax(·) represents the softmax function.

Then the most likely class embedding µs is selected

based on P (U |xi), where s = argmaxmP (U [m]|xi). If

P (U [s]|xi) > τ , U [s] and V [s] are updated by the visual

embedding fv
i and the posterior P (Y |xi), which affect the

likelihood and prior. These updates are performed using sta-

tistical method as shown in Eq. (6) and Eq. (8) respectively.

Our method is summarized in Algorithm 1.

4. Experiments

4.1. Experimental Setup

Benchmarks. In our experiments, we evaluated the effec-

tiveness and robustness of our proposed method using two

benchmarks: the Cross Domain benchmark and the Out-of-

Distribution (OOD) benchmark. These benchmarks have

been previously utilized in related research [38] to test the
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Table 1. Comparison with the state-of-the-art methods on OOD benchmark. Metric: classification accuracy (%); Bp-free: backpropagation-

free at test time; Average: mean accuracy across all datasets; OOD Average: mean accuracy across four OOD datasets excluding ImageNet.

Visual Backbone: ResNet-50

Method Venue Bp-free ImageNet ImageNet-A ImageNet-V2 ImageNet-R ImageNet-S Average OOD Average

TPT [38] NIPS22 % 60.74 26.67 54.70 59.11 35.09 47.26 43.89

DiffTPT [9] ICCV23 % 60.80 31.06 55.80 58.80 37.10 48.71 45.69

C-TPT [48] ICLR24 % 61.2 25.6 54.8 59.7 35.7 47.4 44.0

TDA [19] CVPR24 " 61.35 30.29 55.54 62.58 38.12 49.58 46.63

CLIP [33] ICML21 " 59.81 23.24 52.91 60.72 35.48 46.43 43.09

CLIP with LA Ours " 60.95 28.53 55.59 61.88 37.21 48.83 45.80

CLIP with PA Ours " 61.15 28.66 55.41 61.97 37.41 48.92 45.86

BCA Ours " 61.81 30.35 56.58 62.89 38.08 49.94 46.98

Visual Backbone: ViT-B/16

TPT [38] NIPS22 % 68.98 54.77 63.45 77.06 47.94 62.44 60.81

DiffTPT [9] ICCV23 % 70.30 55.68 65.10 75.00 46.80 62.28 60.52

C-TPT [48] ICLR24 % 69.3 52.9 63.4 78.0 48.5 62.4 60.7

TDA [19] CVPR24 " 69.51 60.11 64.67 80.24 50.54 65.01 63.89

MTA [49] CVPR24 " 70.08 58.06 64.24 78.33 49.61 64.06 62.56

PromptAlign [36] NIPS24 % - 59.37 65.29 79.33 50.23 - 63.55

CLIP [33] ICML21 " 68.34 49.89 61.88 77.65 48.24 61.20 59.42

CLIP with LA Ours " 68.99 58.62 63.64 79.71 49.58 64.11 62.89

CLIP with PA Ours " 69.16 59.39 64.21 79.68 49.88 64.46 63.29

BCA Ours " 70.22 61.14 64.90 80.72 50.87 65.37 64.16

adaptability of vision-language models during the inference

phase. The Cross Domain benchmark, on the other hand,

evaluates the model’s performance across a wide range of

image classification tasks from different domains, consist-

ing of ten datasets: Aircraft [26], Caltech101 [8], Cars [20],

DTD [4], EuroSAT [13], Flower102 [28], Food101 [2], Pets

[32], SUN397 [44], and UCF101 [39]. Each dataset rep-

resents a unique domain with its own set of classes, al-

lowing us to assess the model’s adaptability and general-

ization capabilities in real-world scenarios where the class

spaces may vary significantly. The OOD benchmark fo-

cuses on assessing the model’s ability to handle data that

differs significantly from the training set, using four spe-

cific datasets derived from ImageNet [5]: ImageNet-A [15],

ImageNet-V2 [34], ImageNet-R [14], and ImageNet-S [42].

These datasets are designed to challenge the model’s gener-

alization to novel and unseen scenarios, providing insights

into its robustness and reliability. The OOD benchmark fo-

cuses on assessing the model’s ability to handle data that

differs significantly from the training set, using four spe-

cific datasets derived from ImageNet [5]: ImageNet-A [15],

ImageNet-V2 [34], ImageNet-R [14], and ImageNet-S [42].

These datasets are designed to challenge the model’s gener-

alization to novel and unseen scenarios, providing insights

into its robustness and reliability.

Implementation details. Our experiment is conducted on

the Pytorch platform. Following [9, 38], we adopt pre-

trained CLIP models with ResNet-50 [12] and ViT-B/16 [6]

backbones as the visual encoder and a Transformer [40] as

the text encoder in our experiments. The batch size is set

to 1 to suit the application scenario of test time adaptation.

For hyperparameters τ/n1/n2, these set as 0.3/30000/10
in OOD benchmark, and set as 0.35/50000/10 in Cross Do-

main benchmark. The top-1 accuaracy is used as evaluation

metric. All the experiments are conducted on RTX 4070 Ti

SUPER GPU.

4.2. Comparisons with State­of­the­art

For fair comparisons with other method, we set M = K in

this section, and follow [19] to use multiple context prompt

templates for prompt ensembling and generate K initialized

class embeddings for image classification. And we com-

pare our method with the following two major categories

of methods: (1) Backpropagation-based methods: these

methods require backpropagation during the test time, such

as TPT [38], DiffTPT [9], C-TPT [48], PromptAlign [36]

and HisTPT[51]. (2) Backpropagation-free methods: these

methods do not require backpropagation and are designed to

be computationally efficient, such as TDA [19], MTA [49]

and Zero [7]. In addition, we also report our method in de-

tail, where CLIP [33] represents our baseline method; CLIP

with LA represents the addition of Likelihood adaptation on

the basis of CLIP; CLIP with PA represents the addition of

prior adaptation on the basis of CLIP; BCA represents the

complete algorithm.

Results on the OOD benchmark. We first compare BCA

with state-of-the-art methods over the OOD benchmark. Ta-

ble 1 presents the experimental results, highlighting the su-

perior performance of the proposed BCA compared to other
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Table 2. Comparison with the state-of-the-art methods on Cross Domain benchmark. Metric: classification accuracy (%).

Visual Backbone: ResNet-50

Method Aircraft Caltech101 Cars DTD EuroSAT Flower102 Food101 Pets SUN397 UCF101 Average

TPT [38] 17.58 87.02 58.46 40.84 28.33 62.69 74.88 84.49 61.46 60.82 57.66

DiffTPT [9] 17.60 86.89 60.71 40.72 41.04 63.53 79.21 83.40 62.72 62.67 59.85

C-TPT [48] 17.5 87.4 57.3 43.1 29.4 65.3 76.0 84.0 62.1 60.7 58.3

TDA [19] 17.61 89.70 57.78 43.74 42.11 68.74 77.75 86.18 62.53 64.18 61.03

HisTPT[51] 18.1 87.2 61.3 41.3 42.5 67.6 81.3 84.9 63.5 64.1 61.2

CLIP [33] 16.11 87.26 55.89 40.37 25.79 62.77 74.82 82.97 60.85 59.48 56.63

CLIP with LA 17.85 88.96 57.11 43.55 35.50 65.57 76.94 84.24 62.54 60.71 59.30

CLIP with PA 18.10 89.08 57.56 46.06 38.53 65.02 76.92 85.28 62.20 60.45 59.92

BCA 19.89 89.70 58.13 48.58 42.12 66.30 77.19 85.58 63.38 63.51 61.44

Visual Backbone: ViT-B/16

TPT [38] 24.78 94.16 66.87 47.75 42.44 68.98 84.67 87.79 65.50 68.04 65.10

DiffTPT [9] 25.60 92.49 67.01 47.00 43.13 70.10 87.23 88.22 65.74 62.67 65.47

C-TPT [48] 23.9 94.1 66.7 46.8 48.7 69.9 84.5 87.4 66.0 66.7 65.5

TDA [19] 23.91 94.24 67.28 47.40 58.00 71.42 86.14 88.63 67.62 70.66 67.53

MTA [49] 25.20 94.21 68.47 45.90 45.36 68.06 85.00 88.24 66.67 68.69 65.58

PromptAlign [36] 24.80 94.01 68.50 47.24 47.86 72.39 86.65 90.76 67.54 69.47 66.92

HisTPT[51] (NIPS24) 26.9 94.5 69.2 48.9 49.7 71.2 89.3 89.1 67.2 70.1 67.6

Zero [7] (NIPS24) 24.42 94.14 68.48 45.86 43.77 66.82 84.58 87.20 66.90 68.57 65.07

CLIP [33] 23.22 93.55 66.11 45.04 50.42 66.99 82.86 86.92 65.63 65.16 64.59

CLIP with LA 26.85 93.50 65.34 51.89 50.82 71.41 85.60 89.99 67.09 66.87 66.94

CLIP with PA 26.70 94.19 65.63 52.60 55.17 72.71 85.75 90.30 68.04 67.01 67.81

BCA 28.59 94.69 66.86 53.49 56.63 73.12 85.97 90.43 68.41 67.59 68.59

methods across various OOD datasets derived from Ima-

geNet. Specifically, for the ResNet-50 backbone, BCA out-

performs TDA by an average of 0.36 in overall accuracy

and 0.35 in OOD accuracy. For instance, BCA achieves

61.81 accuracy on the ImageNet dataset, a 0.46 improve-

ment over TDA’s 61.35 and a 0.61 improvement over C-

TPT’s 61.2. On the ImageNet-V2 dataset, BCA reaches

56.58 accuracy, a 1.04 improvement over TDA’s 55.54 and a

0.78 improvement over DiffTPT’s 55.80. On the ImageNet-

R dataset, BCA attains 62.89 accuracy, a 0.31 improvement

over TDA’s 62.58 and a 3.19 improvement over C-TPT’s

59.7. For the ViT-B/16 backbone, BCA continues to ex-

hibit strong performance. On the ImageNet-R dataset, BCA

achieves 80.72 accuracy, a 0.48 improvement over TDA’s

80.24 and a 1.39 improvement over PromptAlign’s 79.33.

On the ImageNet-S dataset, BCA reaches 50.87 accuracy,

a 0.33 improvement over TDA’s 50.54 and a 0.64 improve-

ment over PromptAlign’s 50.23. Overall, BCA achieves an

average accuracy of 65.37 and an OOD average accuracy

of 64.16, representing improvements of 0.36 and 0.27 over

TDA’s 65.01 and 63.89, respectively.

Results on the Cross Domain benchmark. We also com-

pare BCA with state-of-the-art methods over the cross-

domain benchmark. Table 2 presents the experimental re-

sults, highlighting the superior performance of the proposed

BCA across various cross-domain datasets. Specifically, for

the ResNet-50 backbone, BCA achieves 19.89 accuracy on

the Aircraft dataset, a 2.28 improvement over TDA’s 17.61

and a 1.79 improvement over HisTPT’s 18.1. On the DTD

dataset, BCA attains 48.58 accuracy, a 4.84 improvement

over TDA’s 43.74 and a 5.48 improvement over C-TPT’s

43.1. Overall, BCA achieves an average accuracy of 61.44,

representing a 0.41 improvement over TDA’s 61.03 and a

0.24 improvement over HisTPT’s 61.2. For the ViT-B/16

backbone, BCA continues to exhibit strong performance.

On the Aircraft dataset, BCA achieves 28.59 accuracy, a

4.68 improvement over TDA’s 23.91 and a 1.69 improve-

ment over HisTPT’s 26.9. On the DTD dataset, BCA attains

53.49 accuracy, a 6.09 improvement over TDA’s 47.40 and

a 4.59 improvement over HisTPT’s 48.9. On the Flower102

dataset, BCA reaches 73.12 accuracy, a 1.70 improvement

over TDA’s 71.42 and a 0.72 improvement over HisTPT’s

72.4. Overall, BCA achieves an average accuracy of 68.59,

representing a 1.06 improvement over TDA’s 67.53 and a

0.99 improvement over HisTPT’s 67.6.

4.3. Ablation Studies

Component analysis. In this experiment, we validated the

effectiveness of each component of the proposed method on

two benchmarks as shown in Table 1 and Table 2. Based on

the experimental results, we have summarized the following

patterns: 1) Adapting likelihood and prior can both enable

the CLIP model to better adapt to the test environment: By

comparing the original CLIP model with the CLIP mod-

els that incorporate LA and PA, we found that CLIP with

LA and CLIP with PA achieved significant improvements

in classification accuracy across all datasets. This demon-

strates that adapting the pre-trained CLIP model to the test

environment can effectively improve the model’s accuracy,

thereby validating the correctness of Analysis in Section

3.1. 2) Adapting likelihood and prior can work synergis-

tically: By comparing BCA with CLIP with LA and BCA
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Figure 3. Sensitivity analysis with respect to τ/n1/n2 on ImageNet for OOD benchmark and Aircraft for Cross Domain benchmark using

ViT-B/16 as the visual backbone.

with CLIP with PA, it is evident that BCA achieved even

further performance enhancements, indicating that there is

a complementary effect between LA and PA, allowing them

to combine to enhance the model’s generalization ability.

3) Prior adaptation is equally crucial: By comparing CLIP

with PA to the original CLIP and BCA to CLIP with LA,

we found that adding prior adaptation could significantly

boost the model’s accuracy, which is often ignored in previ-

ous model designs, highlighting the importance of domain-

specific prior knowledge in improving the model’s cross-

domain adaptability.

Table 3. Comparison with the state-of-the-art methods on Ima-

geNet in terms of efficiency (Testing Time, Memory usage) and ef-

fectiveness (Accuracy). Visual Backbone: ResNet-50; GPU: RTX

4070 Ti SUPER GPU.

Method Testing time Memory usage Accuracy Gain

CLIP 2.23min 753M 59.81 0

TPT 572.13min 21396M 60.74 +0.93

TDA 11.93min 1174M 61.35 +1.54

BCA 2.42min 757M 61.81 +2.00

Inference time comparison. In this experiment, we eval-

uated the efficiency and effectiveness of the proposed BCA

method on the ImageNet dataset using ResNet-50 as the vi-

sual backbone on RTX 4070 Ti SUPER GPU. We compared

our BCA with TPT and TDA, the experimental results are

shown in Table 3. From the table, we can see that the BCA

method outperforms other methods in several aspects: 1)

Inference Time: The inference time of the BCA method is

significantly reduced compared to both methods that require

gradient backpropagation and those that do not. For exam-

ple, TPT takes 572.13 minutes, while BCA only takes 2.42

minutes. Even compared to TDA, which does not require

gradient backpropagation, BCA is still much faster, taking

only 2.42 minutes compared to TDA’s 11.93 minutes. 2)

Memory Usage: The memory usage of the BCA method

is also significantly lower than that of other methods, es-

pecially those that require gradient backpropagation. For

example, TPT uses 21396M of memory, while BCA uses

only 757M. Compared to TDA, which uses 1174M, BCA

still uses less memory, which is on par with the baseline

CLIP. 3) Classification Accuracy: Despite its excellent per-

formance in memory usage and inference time, BCA also

achieves higher classification accuracy. For example, BCA

achieves an accuracy of 61.81, which is a 2.00 improvement

over the baseline CLIP. This is slightly better than TDA,

which achieves an accuracy of 61.35.

Parameter sensitivity analysis. In this experiment, we in-

vestigated the settings of hyperparameters τ/n1/n2 to an-

alyze the sensitivity of our method. We conducted exper-

iments on the ImageNet for OOD benchmark and Aircraft

for Cross Domain benchmark using ViT-B/16 as the visual

backbone. The experimental results are shown in Figure

3. It can be found that the accuracy first increases and then

decreases with the increase of the three hyperparameter val-

ues. And our method is also robust to the hyperparameters

τ/n1/n2. This suggests that our method maintains good

performance under various hyperparameter settings, mak-

ing it suitable for different tasks and datasets.

5. Conclusion

In this work, we propose Bayesian Class Adaptation (BCA).

Unlike previous methods that focus solely on likelihood es-

timation, BCA incorporates the continuous updating of the

prior distribution, which is crucial for handling distribution

shifts in real-world applications. By employing a statistical

approach to update both the likelihood and the prior, BCA

enhances the robustness and accuracy of zero-shot image

classification, particularly when the test data distribution

differs significantly from the pre-trained data. Our experi-

ments demonstrate that BCA not only outperforms existing

methods on Out-of-Distribution (OOD) and Cross Domain

tasks but also maintains high inference speed and efficiency,

making it a effective solution for real-world scenarios.
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