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Figure 1. We propose a method that represents 3D Gaussian head avatars in a network-free form as ensembles of eigenbases (GEM). Only a
linear combination of these bases is needed to generate new primitives, which can be splatted using 3D Gaussian Splatting. We demonstrate
that the necessary coefficients for a specific expression can be regressed from single images, enabling real-time facial animation and cross-
reenactment. The simplicity of GEM results in highly efficient storage and rendering times.

Abstract

Current personalized neural head avatars face a trade-off:
lightweight models lack detail and realism, while high-
quality, animatable avatars require significant computa-
tional resources, making them unsuitable for commodity de-
vices. To address this gap, we introduce Gaussian Eigen
Models (GEM), which provide high-quality, lightweight,
and easily controllable head avatars. GEM utilizes 3D
Gaussian primitives for representing the appearance com-
bined with Gaussian splatting for rendering. Building
on the success of mesh-based 3D morphable face models
(3DMM), we define GEM as an ensemble of linear eigen-
bases for representing the head appearance of a specific
subject. In particular, we construct linear bases to rep-
resent the position, scale, rotation, and opacity of the 3D
Gaussians. This allows us to efficiently generate Gaussian
primitives of a specific head shape by a linear combina-
tion of the basis vectors, only requiring a low-dimensional
parameter vector that contains the respective coefficients.
We propose to construct these linear bases (GEM) by dis-
tilling high-quality compute-intense CNN-based Gaussian
avatar models that can generate expression-dependent ap-
pearance changes like wrinkles. These high-quality models
are trained on multi-view videos of a subject and are dis-

tilled using a series of principle component analyses.
Once we have obtained the bases that represent the an-

imatable appearance space of a specific human, we learn
a regressor that takes a single RGB image as input and
predicts the low-dimensional parameter vector that corre-
sponds to the shown facial expression. We demonstrate that
this regressor can be trained such that it effectively sup-
ports self- and cross-person reenactment from monocular
videos without requiring prior mesh-based tracking. In a
series of experiments, we compare GEM’s self-reenactment
and cross-person reenactment results to state-of-the-art 3D
avatar methods, demonstrating GEM’s higher visual qual-
ity and better generalization to new expressions. As our
distilled linear model is highly efficient in generating novel
animation states, we also show a real-time demo of GEMs
driven by monocular webcam videos. The code and model
will be released for research purposes.

1. Introduction

Half a century ago, Frederick Parke described a represen-
tation and animation technique to generate ,,animated se-
quences of a human face changing expressions” [40]. Us-
ing polygonal meshes, single facial expression states were
described that could be combined with linear interpolation
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to generate new expression states (the ,,simplest way con-
sistent with natural motion” [40]). Based on this prin-
ciple, Blanz, and Vetter [2] introduced the so-called 3D
morphable model (3DMM) - a statistical model of the 3D
shape and appearance of human faces. Principle Compo-
nent Analysis (PCA) is performed on a set of around 200
subjects that have been laser-scanned and registered to a
consistent template to find the displacement vectors (prin-
cipal components) of how faces change the most, in terms
of geometry and albedo. With this PCA basis, new faces can
be generated by specifying the coefficients for the principle
components taking a dot product of the coefficients with the
basis to obtain offsets, and adding them to the mean. State-
of-the-art reports on face reconstruction and tracking [68]
as well as on morphable models [6] state that this repre-
sentation is widely used for facial performance capturing
(regression-based and optimization-based) and builds the
backbone of recent controllable photo-realistic 3D avatars
that are equipped with neural rendering [10, 15, 48, 49, 62].

Inspired by the simplicity of such mesh-based linear
morphable models and addressing the lack of appearance
realism of current 3DMMs, we propose a personalized lin-
ear appearance model based on 3D Gaussians as geometry
primitives following 3D Gaussian Splatting (3DGS) [21].
In contrast to the work on Dynamic 3D Gaussian Avatars
[30, 38, 43, 45, 57, 60, 66], our goal is a compact and
light representation that does not need vast amounts of com-
pute resources to generate novel expressions of the human.
Unfortunately, most of the methods show that to produce
high-quality results, one needs to employ heavy CNN-based
architectures which are not well suited for commodity de-
vices and tend to slow down the rendering pipeline. More-
over, those models comprise dozens of millions of parame-
ters creating heavy checkpoints that can easily exceed 500
MB. This ultimately creates a major issue for distributing
and managing personalized models. We tackle this prob-
lem by distilling a CNN-based architecture, leading to a
personalized Gaussian Eigen Models for Human Heads,
GEM in short. Our approach builds on Gaussian maps
predicted from a modified UNet architecture [53] which is
used for the UV space normalization required to build linear
eigenbases. Based on the per-subject trained CNN model,
we bootstrap the GEM by computing an ensemble of lin-
ear bases on the predicted Gaussian maps of the training
frames. The bases are refined on the training corpus using
photometric losses while preserving their orthogonality.

These lightweight appearance bases are controlled with
a relatively low number of parameters ranging from twenty
up to fifty coefficients which can be specified w.r.t. the
available compute resources and can for example be re-
gressed by a ResNet-based model [8]. We demonstrate this
for self-reenactment as well as cross-person animation, in-
cluding a real-time demo in the suppl. video.

In summary, our main contributions are:
1. Gaussian Eigen Models for Human Heads (GEM), a dis-

tillation technique of 3D Gaussian head avatar models
built upon an ensemble of eigenbases.

2. real-time (cross-person) animation of GEMs from single
input images using a generalizable regressor.

2. Related Work
The majority of face representation and tracking techniques
are based on parametric 3D morphable models (3DMM) [2,
29]. For a detailed overview, we refer to the state-of-the-
art reports on face tracking and reconstruction [68], the re-
port on morphable models [6], and the two neural rendering
state-of-the-art reports [48, 49] that demonstrate how neu-
ral rendering can be leveraged for photo-realistic facial or
full body avatars. Next, we review the recent methods for
photo-realistic 3D avatars generation which build appear-
ance models using neural radiance fields (NeRF) [35] or
volumetric primitives like 3D Gaussians [21].

2.1. NeRF-based avatars

One of the first methods that combines a 3DMM and NeRF
is NeRFace [10], where a neural radiance field is directly
conditioned by expression codes of the Basel Face Model
(BFM) [2, 50]. This idea gave rise to many methods
[11, 15, 42, 56, 59, 62–64] following a similar approach, but
attaching the radiance fields more explicitly to the surface
of the 3DMM, e.g., by using the 3DMM-defined deforma-
tion field. For photorealistic results, some methods employ
StyleGAN2-like architectures [20] with a NeRF-based ren-
derer [1, 4, 19]. Generative methods like EG3D [4] and
PanoHead [1] employ GAN-based training to predict tri-
plane features that span a NeRF. GANAvatar [19] applies
this scheme to reconstruct a personalized avatar.

Close to our method is StyleAvatar [53]. Based on
3DMM tracking the method learns a personalized avatar
that benefits from a StyleUNet which incorporates Style-
GAN [20] to decode the final image. Despite real-time ca-
pabilities, StyleAvatar suffers from artifacts produced by
the image-to-image translation network that we explicitly
avoid by using Gaussian maps which can compensate for
tracking misalignments by predicting corrective fields for
the 3D Gaussians.

2.2. 3D Avatars from Volumetric Primitives

Using multiview images with a variational auto-encoder
[22] and volumetric integration, Neural Volumes (NV) [31]
encodes dynamic scenes into a volume which can be de-
formed by traversing a latent code z. To better control the
3D space, Lombardi et al. [32] introduce Mixture of Volu-
metric Primitives (MVP) a hybrid representation based on
primitives attached to a tracked mesh which ultimately re-
placed the encoder from NV. Each primitive is a volume
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Figure 2. Given a multi-view video of a subject and mesh tracking, we create a dataset of 3D Gaussian point clouds for each frame in the
sequence. Using this data, we distill a high-quality Gaussian Eigen Model (GEM). GEM is an ensemble of linear bases for each Gaussian
primitive modality: position, opacity, scale, and rotation. Based on these bases, facial appearances are generated by a linear combination.

represented as a small voxel with 323 cells that store RGB
and opacity values. The final color is obtained by inte-
grating values along a pixel ray. This hybrid representa-
tion inspired many follow-up projects [3, 28, 44, 47, 54].
As an alternative to MVP primitives, 3D Gaussian Splatting
(3DGS) [21] represents a volume as a set of anisotropic 3D
Gaussians, which are equivalently described as ellipsoids,
in contrast to isotropic spheres used in Pulsar [25].

Numerous methods [9, 13, 17, 24, 30, 38, 43, 45, 55, 57,
61, 66, 67] capitalize on the speed and quality of 3DGS.
Qian et al. [43] attach 3D Gaussians to the FLAME [29]
mesh surface and apply a deformation gradient similar to
Zielonka et al. [64] to orient the Gaussians according to the
local Frenet frames of the surface. This method, however,
does not utilize any information about expressions and,
thus, struggles with pose-dependent changes (e.g., wrin-
kles, self-shadows) and, despite high-quality results, re-
trieves only a global static appearance model. 3D Gaus-
sian blendshapes [34] controls an avatar by linearly inter-
polating between optimized blendshapes using 3DMM ex-
pression coefficents. However, this method depends on an
underlying 3DMM whereas GEM is a mesh-free represen-
tation. Li et al. [30] use a StyleUNet-like CNN architecture
[53] to regress front and back Gaussian maps. Employing
a powerful CNN network on position maps, they achieve
impressive results for human bodies with effects like pose-
dependent wrinkle formation.

Please note that in this work, we focus on methods that
directly output Gaussian primitives. This is an important
distinction from a branch of methods that follow Deferred
Neural Rendering [51], where a refinement CNN translates
splatted features or coarse colors into the final image; for
instance, Gaussian Head Avatars [57] and NGPA [13]. This
distinction is important because Gaussian primitives cannot
be fully distilled into an eigenbasis in this context, as the
refinement CNN network is required to complete the ren-
dering directly in the image space.

2.3. 3DGS Compression Methods

Recently, several methods [7, 14, 26, 27, 36, 39] have been
proposed to reduce the memory footprint of 3D Gaussian
Splatting (3DGS). Papantonakis et al. [39] apply codebook
quantization to the Gaussian primitive properties, alongside
pruning of Spherical Harmonic (SH) coefficients based on
their final contribution. In contrast to postprocessing ap-
proaches [7, 27, 39], Compact3D [36] employs a single-
stage process that jointly optimizes both the codebook en-
tries and the primitives. Fan et al. [7] calculate a signif-
icance score for each primitive by measuring its pixel hit
count, thereby improving the pruning strategy. Most of
these methods target static scenes or time-conditioned en-
vironments, unlike our approach, which focuses on effi-
cient, fully controllable head avatars. Nonetheless, these
compression techniques could be adapted to our animatable
avatars to reduce memory usage.

3. Method

Recent dynamic 3D Gaussian Avatar methods show un-
precedented quality, however, they require sophisticated
and often compute-heavy CNN-based architectures [30, 38,
57] to capture high-frequency and dynamic details like
pose-dependent wrinkles or self-shadows. The aim of this
paper is to build on top of this quality but remove the
compute-intense architecture during inference. Specifi-
cally, we propose to distill high-quality avatar models into
lightweight linear animation models which we call GEMs.
A GEM is defined by an ensemble of eigenbases that span
the space of the 3D Gaussian primitives. These eigenbases
are constructed via PCA applied on a dataset of per-frame
Gaussian primitives, see Section 3.1.

An important distinction compared to other neural
avatars [10, 15, 31, 53, 57, 64] is that GEM does not require
a 3DMM [29, 41] at test time. We demonstrate that a GEM
can be directly driven by a monocular video using a gener-
alized image-based regression network, see Section 3.2.
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3.1. Gaussian Eigen Model (GEM)

For our distillation, we reconstruct a sequence of nor-
malized Gaussian primitives DDD = {GGG0, ...,GGGN−1}. As
input, we assume a multi-view video of the subject
with N time frames. Per time frame i, we recon-
struct the 3D Gaussian pointcloud GGGi, where GGGi con-
tains the parameters that define the 3D Gaussians such as
rotation θ⃗, position ϕ⃗, opacity α⃗, scale σ⃗, and color c⃗ such
that GGGi = {θ⃗, ϕ⃗, α⃗, σ⃗, c⃗}.
Reconstructing High-quality 3D Gaussian Primitives:
We are following the idea of organizing the 3D Gaussians in
2D maps [30, 38, 45, 57], where each pixel represents a 3D
Gaussian with its parameters. We propose an adapted CNN-
architecture of Animatable Gaussians (AG) [30], by merg-
ing the separate Style-U-Nets, reducing the convolutional
layers, and operating in the UV space of the FLAME head
model. In addition, we are employing deformation gradi-
ents following Sumner et al. [46] to handle the transforma-
tion from canonical to deformed space and treat the color as
a global parameter. We refer to the suppl. mat. for a detailed
explanation of the architectural changes. In comparison to
the original AG model, our proposed CNN model produces
slightly better results while being more efficient in terms of
computing and memory. Using this model, we generate the
per-frame Gaussian primitivesGGGi in the canonical space for
all training time-frames. Note that for this reconstruction,
we follow Animatable Gaussians and, thus, FLAME-based
tracking is required. However, during inference, our model
is independent of FLAME.
Distillation: Given DDD = {GGG0, ...,GGGN−1}, we build
a personalized eigenbasis model, which is called GEM.
We compute a statistical model for each Gaussian modal-
ity separately. Specifically, we create individual bases for
rotation BBBθ, position BBBϕ, opacity BBBα, and scale BBBσ with
respective means µ⃗θ, µ⃗ϕ, µ⃗α and µ⃗σ via Principle Com-
plonent Analysis (PCA) [18]. Note that the color CCC is
optimized globally and, thus, acts as a classical texture
without the need to apply PCA. To accurately learn dy-
namically moving Gaussians, we fixed the color to pre-
vent it from dominating the image representation, other-
wise, Gaussians could change their semantic meaning (e.g.,
a Gaussian could represent the lip in one state, and the teeth
in the other deformation state). Keeping the semantic mean-
ing of specific Gaussians across deformation states is cru-
cial for applying a PCA afterward.

A face model instance GGG is represented as a linear com-
bination of these bases:

GGG = {µ⃗i +Biki | i ∈ {θ, ϕ, α, σ}, c⃗} , (1)

where kθ, kϕ, kθ and kσ ∈ RM are the linear coefficients
which are defining the facial expression state, assuming M
principal components. As an example, Figure 3 shows posi-

Figure 3. Samples of a GEM. We display samples for the first
three components of the position kϕ eigenbasis of a GEM, show-
ing diverse expressions. Note that GEM requires no parametric
3D face model like FLAME[29].

Figure 4. Image-based animation. One of the applications of our
GEM is real-time (cross)-reenactment. For that, we utilize gener-
alized features from EMOCA [5] and build a pipeline to regress
the PCA coefficients of our model from an input image/video.

tion parameter kϕ sampled in the range of [−3σϕ, 3σϕ] (σϕ

being the std. deviation).
As the Gaussian primitives D might contain track-

ing failures and misalignments, the principle components
BBB(θ,ϕ,α,σ) also contain artifacts as well. We, therefore, re-
fine the bases using the training images directly, by apply-
ing a photometric reconstruction loss. We employ the same
objectives from the CNN model training (see supp. mat).

LColor = (1− ω)L1 + ωLD-SSIM + ζLVGG (2)

We refine the base vectors for around 30k iterations. To
ensure that the individual bases stay orthonormal through-
out this refinement, every 1k steps, we orthogonalize the
bases using QR decomposition. This refinement improves
the training PSNR errors from 34.75dB to 36.68dB and
36.85dB for the training steps 0k, 5k, and 30k, respectively.
Throughout our experiments, we did not encounter overfit-
ting issues with this scheme. The reconstruction metrics
on two randomly selected test sequences with refinement
are: PSNR: 31.51, LPIPS: 0.091, SSIM: 0.936; and with-
out: PSNR: 31.38, LPIPS: 0.094, SSIM: 0.933.

3.2. Image-based Animation

Expressions for a GEM are fully defined by their coeffi-
cients kθ, kϕ, kθ and kσ . This is a similar idea to codec
avatars [33], however, our approach does not need addi-
tional pixel shaders in the form of a small regression MLP.
There are several ways to obtain the coefficients of a GEM,
for example, one can employ analysis-by-synthesis-based
optimization or regression. Analysis-by-synthesis [2] is the
backbone of current avatar methods, as they use photomet-
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Ground Truth Ours GEM Ours Net GA [43] AG [30] INSTA [64]

Figure 5. Novel view synthesis. Both, our CNN and GEM show better performance on novel views, especially, in the region of the
mouth interior and wrinkles. In this experiment, we are following the evaluation of Gaussian Avatars [43] and demonstrate novel viewpoint
generation. GEM is obtained throughout analysis-by-synthesis fitting [2, 50]. Note that the expressions are seen during training.

ric or depth-based face trackers to sequentially optimize
the coefficients of the underlying 3DMMs like FLAME
[15, 50, 64] which is typically slow. As a fast, but more
imprecise alternative, regressors like DECA [8] or EMOCA
[5] can be used which are built on a ResNet backbone and
regress FLAME parameters directly from an image. We
apply several modifications to the EMOCA model, see 4.
We use intermediate features of the pre-trained EMOCA
network denoted as Θ(Ii) where Ii is the current image.
EMOCA’s architecture comprises two ResNet networks;
one to extract expression features fexpr ∈ R2048 and the
second for shape fshape ∈ R2048, both are followed by final
MLPs to regress corresponding FLAME parameters. As we
do not rely on FLAME, we remove the last hidden layer of
the final MLP obtaining two feature vectors which we com-
bine into one f ∈ R2×1024 vector. For these features, we
build a PCA layer with a basis denoted as R̂ using the train-
ing frames from five frontal cameras of NeRSemble. Note
that we use relative features r = f − fneutral in this PCA
layer. The neutral reference frame fneutral = Θ(Ineutral)
to compute these relative features is selected manually from
the video, similar to Face2Face [50]. During training, for
each frame, we project r onto the PCA manifold using the
first 50 principal components to restrict and regularize train-
ing. Finally, we use their corresponding PCA coefficients:

κ = (r− R̄)R̂T , (3)

where R̄ is the relative PCA model mean. The projected
coefficients are passed through a small MLP that produces
a vector of GEM coefficients k = {kθ,kϕ,kθ,kσ}:

k = 3 · σk · tanh(MLP(κ)). (4)

The MLP has three hidden layers with 256 neurons each
and ReLU activations. We use a scaled tanh activation
function for the output to restrict the prediction to be in
[−3 · σk, 3 · σk], σk being the respective standard devia-
tion of the coefficients k, obtained from the PCA. The final
primitives are obtained by Eq. 1 and splatted using 3DGS.

4. Results

We evaluate GEM on the NeRSemble [23], where tracked
meshes [43] and synchronized images from 16 cameras
with a resolution of 802× 550 are available. Our baselines
are Gaussian Avatars (GA) [43] which is neural network-
free (Gaussians are attached to the FLAME model), our im-
plementation of Animatable Gaussians (AG) [30] which is
based on CNN-predicting Gaussian maps, and INSTA [64]
which uses dynamic NeRF [35]. Note that all baselines re-
quire at least two stages: (i) construct the avatar, and (ii)
get the parameters to drive it. Most of them use offline
tracking with additional objectives like hair reconstruction
[12, 43], which does not work for real-time applications
despite the avatar model’s rendering being real-time. Im-
portantly, in our approach, we introduce a third step, i.e.,
the construction of the eigenbasis (GEM), which only intro-
duces negligible computational costs (∼ 1 min) in compar-
ison to the avatar reconstruction itself. For the comparison,
we present both of our appearance models, the StyleUNet-
based architecture (Ours Net) and the distilled linear Eigen
model (Ours GEM) which we evaluate using analysis-by-
synthesis fitting to the target images following [2, 50, 65].
Additionally, we present cross-reenactment results based
on our coefficient regressor, compared to the baselines that
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Ground Truth Ours GEM Ours Net GA [43] AG [30] INSTA [64]

Figure 6. Novel view and expression synthesis. Our Gaussian Eigen Models for Human Heads shows better results in regions like teeth,
wrinkles, and self-shadows compared to other methods that struggle with artifacts.

Method PSNR ↑ LPIPS ↓ SSIM ↑ L1 ↓

AG [30] 32.4166 0.0712 0.9614 0.0066
GA [43] 31.3197 0.0786 0.9567 0.0075
INSTA [64] 27.7786 0.1232 0.9294 0.0163
Ours Net 32.4622 0.0713 0.9617 0.0067
Ours GEM 33.5528 0.0678 0.9662 0.0061

Table 1. Novel viewpoint evaluation is conducted on a withhold
camera from the 16 cameras used for training. Note that the ex-
pression has been seen during training, and only the view is new.

use FLAME meshes regressed by DECA [8]. Relative ex-
pression transfer based on ground truth meshes [43] can
be found in the supp. mat. All of the methods are evalu-
ated using several image space metrics on novel expressions
and novel views, following the test and novel-view split of
Qian et al. [43]. For our GEM models, we use 50 compo-
nents distilled from 2562 textures which give around 60k
active Gaussians. Animatable Gaussians [30] uses a similar
amount of primitives for front and back textures and Gaus-
sian Avatars [43] around 100k Gaussians.

4.1. Image Quality Evaluation

To evaluate our method, we measure the color error in
the image space using the following metrics: PSNR (dB),
LPIPS [58], L1 loss, and structural similarity (SSIM). We
follow the evaluation scheme from Gaussian Avatars [43],
using their train and validation split. The evaluation of
GEM was generated by sequentially fitting the coefficients
to each image using photometric objectives. Note that the
baselines use the FLAME model with offsets for the track-

Method PSNR ↑ LPIPS ↓ SSIM ↑ L1 ↓

AG [30] 29.0114 0.0812 0.9429 0.0099
GA [43] 28.3137 0.0815 0.9433 0.0102
INSTA [64] 27.9181 0.1153 0.9340 0.0128
Ours Net 29.2454 0.0777 0.9448 0.0096
Ours GEM 32.6781 0.0675 0.9633 0.0069

Table 2. Evaluation on novel expressions and views show
improved results of GEM optimized using analysis-by-synthesis
compared to others. Figure 6 shows the corr. qualitative results.

ing, while GEM can directly be used for tracking.
Table 2 presents results on novel expressions evaluated

on all 16 cameras. Both the quantitative and qualitative re-
sults depicted in Figure 6 show that our PCA model pro-
duces fewer artifacts, especially for regions like teeth or
facial wrinkles. Table 1 contains an evaluation where we
measure errors on novel viewpoints. The results demon-
strate that our CNN-based appearance model outperforms
other neural methods, while our linear eigenbasis GEM
achieves the highest quality. This is due to the ’direct’
analysis-by-synthesis approach, which fully leverages the
expressiveness and detail of our photorealistic appearance
model, without the limitations imposed by 3DMMs such as
FLAME. Moreover, Figure 5 shows qualitative results of
our method on novel views. As can be seen, we better cap-
ture high-frequency details, pose-dependent wrinkles, and
self-shadows - something which is not possible for methods
like Gaussian Avatars [43] or INSTA [64], since they either
do not use expression-dependent neural networks or limit
the conditioning to a small region only.
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Source Actor Ours GEM Ours Net GA [43] AG [30] INSTA [64]

Figure 7. Facial cross-person reenactment using an image-based regressor. The reenactment of the baselines is performed using relative
transfer between FLAME meshes regressed by EMOCA compared to our GEM regressor network (Ours GEM).

4.2. Cross-person Reenactment Evaluation

Facial cross-person reenactment transfers expressions from
the source actor to the target actor. For this, the base-
line methods require tracked meshes obtained by fitting
the 3DMM model for each frame of the source actor se-
quence. As an alternative to optimization-based tracking,
a (monocular) regressor like EMOCA [5], can predict such
tracked meshes in real-time. We demonstrate this in Fig-
ure 7, where GEM is driven by our image-based regressor
and the others by EMOCA. As shown, our network-based
method and GEM produce sharp results, while the baseline
methods struggle to extrapolate to new expressions, display-
ing severe artifacts in appearance. Our approach effectively
regularizes the regressed coefficients, ensuring that the pre-
dicted avatar remains in the training distribution and thereby
avoids artifacts seen in INSTA or Gaussian Avatars. Draw-
ing inspiration from EMOCA [5], we further assess cross-
re-enactment quantitatively by leveraging emotion recogni-
tion feature vectors from both the source image and the re-
sulting cross-re-enactment, utilizing EmoNet [52]. For each

Method Efeatcos ↑ Efeat L1 ↓ FID ↓ FPS ↑
AG 0.9396 5.3399 0.4093 16.51
GA 0.8917 6.6141 0.5593 142.71
INSTA 0.9087 6.3153 0.5299 20.62
Ours Net 0.9440 5.1044 0.3685 35.77
Ours GEM 0.9381 5.3197 0.4286 201.70

Table 3. Cross-reenactment evaluation employing EmoNet fea-
tures and FID score.

pair of input and output images, we predict EmoNet features
and measure cosine distance and L1 error between them.
We report the numbers in the Table 3. Additionally, we also
report FID scores [16] and rendering speed. Our method
achieves on-par quality with the CNN-based solution while
maintaining the highest frame rates and outperforming GA
in terms of quality.

4.3. GEM Ablation Studies

We are interested in the compression error introduced by
the projection on different amounts of principal components
used in GEM, also concerning the memory consumption.
Our smallest model weighs as little as 7MB using only 10
components of the eigenbasis. This is almost 12 times less
than our smallest CNN-based model and almost 70 times
less than Animatable Gaussians [30]. In contrast to neu-
ral networks, we can easily trade quality over size which is
very useful in the context of different commodity devices
with reduced compute capabilities. Table 4 presents how
compression affects the quality of reconstruction, where we
evaluate a sequence with ∼ 1k frames for a single actor
under a novel view. As expected, using only 10 compo-
nents impacts the quality the most, however, the results are
still of high quality, see Figure 8. Gaussian Avatars [43]
offers a small size of the stored Gaussians cloud, ranging
from 5MB, and 14MB without the FLAME model for 1282,
2562 Gaussians, respectively. However, the quality of re-
construction lacks wrinkle details and sharpness as can be
seen in Figure 10. In comparison to Gaussian Avatars [43],
our model does not require FLAME during inference which
is an additional 90MB.
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Ground Truth #10 #30 #50
Figure 8. Compression error depending on the number of used principle components in GEM. The heatmaps show the photometric
ℓ1-error for 10, 30, and 50 components using 1282 Gaussian maps. See suppl. doc. for additional evaluations.

Figure 9. Despite fixed topology and predefined texture size GEM
faithfully represents facial attributes like glasses.

Ground Truth Ours #30 1282 GA [43] 1282 GA [43] 2562
Figure 10. The quality comparison to Gaussian Avatars. Note that
we do not need an additional FLAME model which weighs 90MB.

#Comp 1282 2562 5122

PSNR ↑ Size MB FPS ↑ PSNR ↑ Size MB FPS ↑ PSNR ↑ Size MB FPS ↑
10 31.81 7 237.96 31.88 28 210.03 32.23 113 130.46
30 34.20 20 241.31 34.17 83 208.19 34.84 333 112.73
50 34.67 34 238.7 34.61 138 201.70 35.45 553 117.45

Ours Net 33.97 82 47.70 34.99 109 35.77 35.02 178 26.31
AG [30] 33.77 487 18.93 34.40 529 16.51 35.15 636 13.08

Table 4. Ablation of GEM. Even with 10 principle components
a high PSNR of 31.81dB is achieved, while taking only 7MB of
memory. In contrast to fixed-sized neural networks, the GEM can
be adjusted on the fly depending on the hardware. Moreover, since
evaluation requires a single dot product for forward pass the ren-
dering speed is around four times higher than our network. The
speed evaluation was done using a single Nvidia A100 GPU.

Figure 9 demonstrates that our method is able to handle
different topologies (subject wearing glasses), despite uti-
lizing a fixed UV space.

5. Discussion
We design a universal method capable of distilling 3DGS-
based avatar solutions into a lightweight representation,
GEM, provided that normalized input across training
frames is available. The only requirement to successfully
distill GEM is to have a dataset with Gaussian-image pairs
across the training sequences. Our results show that a com-
pact representation of the linear basis produces state-of-
the-art results in terms of quality and speed. Note that

to achieve wrinkle-level details, the generator itself has to
produce high-quality outputs. Our distillation technique
can be applied to existing methods like [67], making them
lightweight and compact. GEM is well-suited for commod-
ity devices, generating Gaussian primitives by a simple lin-
ear combination of the basis vectors. This potential has
promising implications for tasks like holoportation, audio-
driven avatars, and virtual reality.
Limitations: The PCA-based GEM models have a global
extent which is useful for some applications, but it also
means that we cannot control local changes and produce
more combinations of local features. Thus, further work
could include incorporating a localized PCA basis [37] for
better avatar control, which could potentially enable a wider
range of expressions outside the training set. Other lim-
itations are; side-view generalization which results in un-
stable expressions and personalization. For new subjects a
new representation has to be learned from multi-view data.
An interesting future avenue is to create a statistical model
across subjects.

6. Conclusion
We have proposed Gaussian Eigen Models for Human
Heads, a linear appearance model that represents photo-
realistic head avatars. The simplicity of this appearance
model results in massively reduced compute requirements
in comparison to CNN-based avatar methods. Although the
idea is simple, it offers many interesting downstream appli-
cations. The lightweight representation could improve the
management, sharing, and applicability of avatars. More-
over, GEM simplifies the process of online avatar animation
from RGB images and increases flexibility by balancing
memory and quality trade-offs through additional control
over the number of eigenbases. Our distillation approach
can be applied to existing methods, making them available
for compression. We demonstrate how GEMs can be used
in scenarios like self-reenactment and cross-person anima-
tion, even in real-time.
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