
V2Dial : Unification of Video and Visual Dialog via Multimodal Experts
(Supplementary Material)

A. Training Details
A.1. Training Objectives

In addition to the proposed spatial-temporal contrastive
learning (STC) and spatial-temporal matching (STM), we
trained our model with the following established vision-
language objectives.

Masked Language Modeling teaches the model to pre-
dict masked text tokens given both the visual and textual
context. As in [4, 13] we mask 15% of the tokens and min-
imize the loss

Lmlm = E(Vvis,T̄cap) [H(ymlm
,p

mlm)] , (1)

where ymlm and p
mlm denote the ground-truth and predicted

probabilities of the masked tokens whereas V
vis and T̄

cap

are the visual and masked caption token embeddings, re-
spectively.

Vision-Text Contrastive Learning helps the model bet-
ter align the video/image and the text features and is defined
similarly to STC as

Lvtc =
1

2
E(Vvis,Tcap) [H (yv2t

,p
v2t) +H (yt2v

,p
t2v)] , (2)

where p
v2t and p

t2v are the softmax normalized vision-
to-text and text-to-vision similarities defined as in Equation
14 and Equation 15 of the main text. yv2t and y

t2v are their
respective ground-truth one-hot similarities.

Vision-Text Matching is defined similarly to STM as a
binary classification problem and complements the VTC by
teaching the model to distinguish between matched and un-
matched paired vision-text features. We use a video/image
and its corresponding caption as a positive example. The
negative examples are constructed via negative sampling of
captions from different visual inputs. Formally,

Lvtm = E(Vvis,Tcap) [H(yvtm
,p

vtm)] , (3)

where p
stm and y

stm are the predicted and the ground-truth
two-class probabilities, respectively. For completeness, we
list the detailed hyperparameters of our model in Table 1.

Category Hyperparameter

Model

Number of expert-based layers N 12
Number of multimodal experts layers L 9
Number of fusion experts layers (N − L) 3
Joint hidden dimension D 1024
Number of frames F 4
Number of patches per frame P 64
Hidden dimension of LLM 1024
Dimension of LLM linear layer (1024, 1024)
Dimension of linear layers Θ∗ (1024, 256)

Optimization

Optimizer AdamW
Learning rate schedule linear
Minimum learning rate value 5e − 5
Base learning rate value 1e − 4
Weight decay 0.01
Gradient clipping value 1.0
Effective batch size 48

Hardware
GPU model A100
Number of GPUs 8
Distributed training DDP

Table 1. Detailed hyperparameter setting of V2Dial .

B. Additional Model Comparisons
To complement Table 4 of the main text, we compared our
model with additional fine-tuned baselines on the early two
versions of AVSD (i.e. AVSD-DSTC8 and AVSD-DSTC7).
As shown in Table 2, V2Dial managed to outperform these
baselines as well across all metrics of the dataset.

C. Qualitative Samples
We provide additional qualitative samples comprising of
both success and failure cases of our model. Figure 1 and
Figure 2 illustrate some zero-shot samples for AVSD and
VisDial, respectively. Additional fine-tuning examples for
both datasets are shown in Figure 3 and Figure 4.

As defined in Section 3.1 of the main text, we denote
with C, Hr, and Qr the caption, the dialog history, and the
current question, respectively. Similar to Figure 5 of the
main text, we highlight the caption in green , the dialog
history in orange , and the current question-answer pair in

blue for zero-shot and pink for fine-tuning evaluation.

Furthermore, we use the symbols and to indicate
the generated and the golden ground-truth answers, respec-
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Model AVSD-DSTC8 AVSD-DSTC7

B-1 B-2 B-3 B-4 M R C B-1 B-2 B-3 B-4 M R C
Models from the main text
PDCICLR’21 [11] 74.9 62.9 52.8 43.9 28.5 59.2 120.1 77.0 65.3 53.9 44.9 29.2 60.6 129.5
THAMEMNLP’22 [17] 76.4 64.1 53.8 45.5 30.1 61.0 130.4 77.8 65.4 54.9 46.8 30.8 61.9 133.5
DialogMCFTASLP’23 [3] 75.6 63.3 53.2 44.9 29.3 60.1 125.3 77.7 65.3 54.7 45.7 30.6 61.3 135.2

♦VideoLLAMA 2arXiv’24 [5] 53.3 39.0 29.1 22.2 24.8 46.3 74.0 56.2 41.1 30.7 23.2 26.4 48.5 79.2
MST-MIXERECCV’24 [1] 77.1 65.6 55.7 47.1 30.2 61.8 133.6 78.4 66.0 55.8 47.1 31.0 62.0 136.5
Additional models
MTNACL’19 [9] − − − − − − − 71.5 58.1 47.6 39.2 26.9 55.9 106.6
JMANAAAI’20 [6] 64.5 50.4 40.2 32.4 23.2 52.1 87.5 66.7 52.1 41.3 33.4 23.9 53.3 94.1
VGDACL’20 [8] − − − − − − − 74.9 62.0 52.0 43.6 28.2 58.2 119.4
BiSTEMNLP’20 [10] 68.4 54.8 45.7 37.6 27.3 56.3 101.7 75.5 61.9 51.0 42.9 28.4 58.1 119.2
SCGAAAAI’21 [7] 71.1 59.3 49.7 41.6 27.6 56.6 112.3 74.5 62.2 51.7 43.0 28.5 57.8 120.1
RLMTASLP’21 [14] 74.6 62.6 52.8 44.5 28.6 59.8 124.0 76.5 64.3 54.3 45.9 29.4 60.6 130.8
AV-TRNICASSP’22 [16] − − − 39.4 25.0 54.5 99.7 − − − 40.6 26.2 55.4 107.9
VGNMNNAACL’22 [12] − − − − − − − − − − 42.9 27.8 57.8 118.8
COSTECCV’22 [15] 69.5 55.9 46.5 3.82 27.8 57.4 105.1 72.3 58.9 48.3 40.0 26.6 56.1 108.5
MRLVNeurIPS’22 [2] − − − − − − − − 59.2 49.3 41.5 26.9 56.9 115.9

V2Dial 76.8 65.5 55.8 47.5 30.4 62.1 135.7 78.9 66.5 56.1 47.4 31.2 62.3 139.8

Table 2. To complement Table 4 of the main text, we compared our V2Dial with additional fine-tuned models on AVSD-DSTC8 and
AVSD-DSTC7.

tively. / mark success / failure cases. For VisDial,
we additionally use to show the top ranked candidate
answers (i.e. the most similar to the generated responses).
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He is sitting on the bed and looking at the camera.

A man is sitting in a room facing a stand with a laptop on it smiling at 
a camera, sneezes twice, grabs medicine and takes it.

Is the boy in the room when the video starts ?

Yes, the boy is in the room from the start.

What is he doing on the bed?

He is sitting on the bed.

C

Hr

Qr

Ar

He sprayed the cabinet and wiped it down.

A man is  in the bathroom,  he takes off his shirt and  drops it on  the 
floor [...]

What is the man doing in the beginning of the video?

He's standing in the bathroom looking around.

C

Hr

Qr

Ar

After he picks up the items what does he do?

He starts wiping the cabinets.

[...]

She sweeps the floor with a broom.

A woman holding a cup bends down to put it in a bucket next to her. 
She then grabs a broom and starts sweeping the floor .

A lady puts a can in to a bucket.

How does the video start?

C

Hr

Qr

Ar

Then what does she do?

She is sweeping the floor.

[...]

He's gathering clothes and putting them in a bag.

A man is sitting on a sofa and  throwing clothes into a bag.  He picks up the 
bag and walks out an open door.

How many people are in the video?

I can see one but someone else is 
talking.

What is the man in the video doing?

Sitting on a couch.

C

Hr

Qr

Ar

A woman gets up out of bed and puts a sweatshirt on. She goes over to get
a hairbrush and starts brushing her hair while looking in the mirror.

Is the person sleeping to begin with?

Yes, she is sleeping and then gets up 
from her bed.

Does she stretch once she gets up?

Yes, she does stretch once she gets up.

C

Hr

Qr

Ar

No, she never stretches in the video.

This appears to be in a bathroom.

No dialog hitory available

A boy  stands trying to  fix something with a tool. He  then  comes into the 
hallway and stretches. Then he walks further to pick up a cup and drink.

Where does the video happens?

In a home.

C

Hr

Qr

Ar

Figure 1. Zero-shot qualitative examples on AVSD. We denote with C, Hr , Qr , Ar the caption, the dialog history, the current question,
and its response as generated from our model, respectively. ( = generated answers, = golden ground-truth answers, / =
success / failure cases).



[...]

Yes, they are all wearing shirts.

The people are standing on the tennis courts outside.

Is it sunny ?

Yes, but i can't see the sky.

Are they wearing shirts?

Yes, they are wearing shirts.

Yes, they are all wearing shirts.

C

Hr

Qr

Ar

Green.

A zebra looks down at the ground as it walks across a plainfield.

Do the trees have leaves?

Yes.

Are they green or fall color?

They appear to be green.

Green.

C

Hr

Qr

Ar

[...]

Alone.

A small child on the beach, walking past a stop sign.

Is the child wearing a bathing suit ?

No, a winter coat.

Is she alone or with someone?

She is alone on the beach.

Alone.

C

Hr

Qr

Ar

[...]

Yes.

A family of 3 is on a beach flying a kite.

Is the photo in color?

Yes.

Is the family comprised of parents and 1 kid?

Yes, there is a child.

A boy.

C

Hr

Qr

Ar

[...]

I can't see that.

A brown bench sits in a grassy field full of wildflowers.

Are the flowers colorful?

They are pink and white.

Is there a path or sidewalk?

I don 't see a path or sidewalk.

No there is no sidewalk.

C

Hr

Qr

Ar

Yes.

A man driving a horse drawn carriage down a road.

What color is the carriage ?

White with green seats.

Does it have a top on it?

Yes it does have a top on it.

Yes it does!

C

Hr

Qr

Ar

Figure 2. Zero-shot qualitative examples on VisDial. We denote with C, Hr , Qr , Ar the caption, the dialog history, the current question,
and its response as generated from our model, respectively. ( = generated answers, = top ranked candidate answers, = golden
ground-truth answers, / = success / failure cases).

transformer for audio-visual scene-aware dialog. Transac-
tions on Audio, Speech, and Language Processing, 2021. 2

[15] Hoang-Anh Pham, Thao Minh Le, Vuong Le, Tu Minh
Phuong, and Truyen Tran. Video Dialog as Conversation



He was watching tv on the floor.

Man watches television on a rug placed on the floor. [...] and he stands 
to grab a pillow, which he drops to the floor.

How many people are in the video?

There is only one person, which is the man.

What is the man doing on the floor?

He is sitting on the floor watching tv.

C

Hr

Qr

Ar

[...]

It seems to me he is prepping something.

The man is in the kitchen making something. [...] The man is holding 
a book in his hand then walks away.

How many people are in the video?

One person is in the video.

C

Hr

Qr

Ar

After he picks up the items what does he do?

He is opening the fridge.

[...]

The kitchen appears to be very clean.

A person is working on something at a kitchen counter. He then walks 
and opens a fridge before closing it to reach for something on a shelf.

There is just one man in the video.

How many people are in the video?

C

Hr

Qr

Ar

Is the kitchen clean or messy?

The kitchen appears to be clean.

[...]

That is how the video ends.

A guy puts a lid back on a bottle and sets it down. He drinks something. Then
he backs up and points to the cat on the floor and smiles.

Is the man wearing one shoe? 

yes he only has one shoe.

What does he do after laughing?

He sets the cup down.

C

Hr

Qr

Ar

[...]

A woman gets up out of bed and puts a sweatshirt on. She goes over to get
a hairbrush and starts brushing her hair while looking in the mirror.

Is the person sleeping to begin with?

Yes, she is sleeping and then gets up 
from her bed.

Does she stretch once she gets up?

No, she does not stretch.

C

Hr

Qr

Ar

No, she never stretches in the video.

He take a photo out of the window.

This guy is sitting with his phone in the kitchen and reading it. He 
eats part of a snack then his friend joins him to look at it, too.

Does anything else happen after that?

No that is all that happens.

C

Hr

Qr

Ar

[...]

Are there just the two people?

Yeah there are just two people.

Figure 3. Fine-tuning qualitative examples on AVSD. We denote with C, Hr , Qr , Ar the caption, the dialog history, the current

question, and its response as generated from our model, respectively. ( = generated answers, = golden ground-truth answers, /
= success / failure cases).



[...]

Holding it.

A person gripped on a sheep neck.

Is she petting the sheep?

No.

What is she doing to the sheep?

Holding it.

Holding it.

C

Hr

Qr

Ar

I can't see their faces.

A tour bus in front of a large mountain.

Is the bus big or small?

I think big, I can only see half of it.

Do the people look happy?

I can't see their faces.

I can't see their faces.

C

Hr

Qr

Ar

[...]

[...]

It is sunny, but there are a few clouds.

A sunny day at the shore with a kite in the sky.

Does this picture take place in a public beach ?

I can't tell if it's public or private.

What is the weather like?

It's sunny with a few clouds.

It is sunny, but there are a few clouds.

C

Hr

Qr

Ar

Metal.

A spacious black and white open plan kitchen.

Can you see all of the appliances?

The fridge and dishwasher.

What are they made out of?

Stainless steel.

Silver.

C

Hr

Qr

Ar

[...]

15 feet tall.

A black decorative clock tower [...] in a green park full of trees.

Any people ?

No people.

How big is the clock?

It's pretty big.

Pretty big.

C

Hr

Qr

Ar

It looks urban.

A clock directly over 3 statues which are over a bridge.

Can you see the time on the clock ?

yes, it is 7:20.

Does it look like an urban or country setting?

I can't tell.

I cannot tell.

C

Hr

Qr

Ar

[...]

Figure 4. Fine-tuning qualitative examples on VisDial. We denote with C, Hr , Qr , Ar the caption, the dialog history, the current

question, and its response as generated from our model, respectively. ( = generated answers, = top ranked candidate answers, =
golden ground-truth answers, / = success / failure cases).
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