ViCaS: A Dataset for Combining Holistic and Pixel-level Video Understanding
using Captions with Grounded Segmentation

Supplementary Material

A. Implementation Details

We provide the full set of implementation details and train-
ing hyperparameters for our Video-LLaVA-Seg model here.

Vision Backbone. Our vision backbone is a pretrained
AM-RADIO [10] ViT-H/16 model. The video frames are
resized by scaling the longer dimension to 384 in aspect-
ratio preserving manner, followed by zero padding to obtain
a square image with size 384 x 384. The vision backbone
has a stride of 16, thus yielding 24 x 24 = 576 tokens per
frame. We sample a total of 7' = 32 frames per video. Of
these T, = 8 are encoded as slow frames. Meanwhile, all
T = 32 fast frames are resized to Hy = Wy = 4 using
adaptive average pooling, following the original work by
Xu et al. [15]. Thus, each ‘fast’ frame is encoded using
4 x 4 = 16 tokens. Overall, the input video is represented
as N, = (32 x 16) + (8 x 576) = 5120 tokens at the input
to the LLM.

Segmentation Network.  The segmentation backbone
is a Hiera-Small [12] with a Feature Pyramid Network
(FPN) [9]. Since finegrained details are needed to predice
accurate segmentation masks, we use a larger input resolu-
tion of 1024 x 1024 for the segmentation network, follow-
ing the original implementation from Ravi et al. [11]. The
backbone Hiera model has a stride of 16, thus resulting in
feature maps of size 64 x 64. The FPN yields two high-
resolution feature maps at 8 x and 4 x strides, i.e. 128 x 128
and 256 x 256, respectively. These feature maps are used in
the final stages of the mask decoder [14] to predict high-
resolution segmentation masks. The entire segmentation
network (backbone, FPN, and mask decoder) is initialized
with pretrained weights from SAM2 [11].

Training. Our Video-LLaVA-Seg model is trained in three
stages:

» Stage 1: Pretraining stage where only the projection MLP
is optimized for video captioning in order to align vision
and language features.

» Stage 2: The projection MLP, vision backbone and LLM
are optimized for video captioning.

» Stage 3: The entire model (projection MLP, vision back-
bone, LLM, and segmentation network) are optimized

Details about each stage of training are given in Table I.
Note that we only use a small fraction of the data from
WebVid10M [3] and Panda70M [4]: for stage 1 we utilize
750,000 samples from each dataset, and for stage 2 we uti-
lize 1,000,000 samples from each.

B. Grounded Captions to LG-VIS Prompts

[A shirtless man]<mask_1> is facing the ground while hanging
from [two rings]<mask_2,3> suspended from the ceiling by
ropes in an indoor room. Suddenly, he lets his left hand go,

causing the right rope to fail under his weight, and he falls to
the ground. He then stands up, points forward, and laughs.

.

[[A SHIRTLESS MAN]] is facing the ground while
hanging from two rings suspended from the ceiling
by ropes in an indoor room. Suddenly, he lets his
left hand go, causing the right rope to fail under
his weight, and he falls to the ground. He then
stands up, points forward, and laughs.

Caption with
grounding phrases

A shirtless man is facing the ground while hanging
from [[TWO RINGS]] suspended from the ceiling
by ropes in an indoor room. Suddenly, he lets his
left hand go, causing the right rope to fail under
his weight, and he falls to the ground. He then
stands up, points forward, and laughs.
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Where are the two rings suspended
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J LG-VIS prompts [ from the ceiling?

Figure 1. Grounded captions to LG-VIS prompts. We use
GPT4 [1] to convert our human-written captions with phrase
grounding to phrase-specific prompts for LG-VIS. Note that the
text highlighted in red is for ease of visualization only.

As mentioned in Sec. 3.3 of the main text, our bench-
mark comprises a Language-Guided Video Instance Seg-
mentation (LG-VIS) task which requires segmenting mul-
tiple objects based on a language prompt. To obtain these
prompts from our grounded captions, we use a simple
pipeline which is illustrated in Fig. 1. We input each
grounding phrase to GPT4 with the phrase itself being high-
lighted using a special syntax as shown in the second row
of the figure. GPT4 is given instructions to generate a
‘Where is?” style question that references the object(s) in
the grounding phrase. It is told to avoid putting too much
information in the prompt and only include just enough in-
formation for the prompt to be unambiguous. The output is
an LG-VIS prompt for each grounding phrase.

C. Dataset Statistics

The statistics for the train, validation and test sets of our
ViCasS dataset are given in Table 2. Note that our test set has
slightly higher object density than the train and validation
sets, presenting a more challenging evaluation scenario.

D. Benchmark Results (Test Set)

We provide benchmark results for the test set in Table 3. We
see that Video-LLaVA-Seg outperforms other baselines and
existing task-specific approaches, with the LLama3-8B [6]



Stage 1 2 3
Tasks VC vC VC, LG-VIS
Datasets WebVid10M [3], Panda70M [4] WebVid10M [3], Panda70M [4] ViCaS, MeViS [5], Ref-YTVOS [13]
Epochs 1 1 10
Iterations 5,860 15,625 10,752
Batch Size 256 128 128

. ) L Projection MLP + Vision Backbone + Projection MLP + Vision Backbone +
Optimized Components Projection MLP LLM LLM + Segmentation Network
Learning Rate le-3 Vision backbone: le-6, Rest: 2e-5 Vision backbone: 1le-6, Rest: 2e-5

Table 1. Training details for various stages. VC: Video Captioning. LG-VIS: Language-Guided Video Instance Segmentations.

. ) Avg Duration Avg Caption . LG-VIS Object Masks Object Masks
Split Videos (seconds) (words) Object Tracks Prompts (Human) (Automatic)
Train 14,516 9.0 38.8 46,235 42,024 445,368 12.3M
Validation 2,950 8.7 38.2 9,265 8,393 87,054 2.4M
Test 2,950 9.8 40.6 10,088 9,019 104,661 2.9M
All 20,416 9.1 39.0 65,588 59,436 637,083 17.7M

Table 2. Dataset statistics for train, validation and test splits. As mentioned in Sec. 3.2, professional human annotators draw segmen-
tation masks at 1fps, followed by using an off-the-shelf SAM?2 [11] model to increase the temporal density to 30 fps. Both types of mask
annotations are provided separately in the last two columns.

Model CA mAP AP50 AP75 APgo
LLaVA-OV [8] (ZS) 2.9 - - - -
MiniCPM-o 2.6 (ZS) 3.0 - - - -
LMPM [5] - 6.3 13.6 5.4 1.1
DsHmp [7] - 10.4 223 8.9 2.0
VideoLISA [2] - 7.8 17.3 6.2 1.3
Video-LLaVA-Seg 3.0 16.5 32.1 15.0 3.8

Table 3. Benchmark Results on our validation set. Refer to sup-
plementary for test set results. CA: Caption Accuracy

backbone providing the highest performance, which is con-
sistent with the trends seen on validation set. Compared to
the validation set, the test set is more challenging from a
segmentation perspective, evident from the lower scores for
all methods on the LG-VIS task.
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