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1. Implementation Details

In Section 1.1, we start by providing implementation de-
tails for our method. Next, in Section 1.2, we provide the
implementation details for the baselines we compared our
method against. Later, in Section 1.3, we provide the imple-
mentation details for the automatic evaluations dataset and
metrics. Finally, in Section 1.4 we provide the full details
of the user study we conducted.

1.1. Method Implementation Details

As described in Section 3.1 of the main paper, we started
by collecting a dataset of k& = 64 text prompts using Chat-
GPT [15]. We instructed it to generate text prompts describ-
ing a diverse set of objects in different environments, with
the focus on one main object. Then, we sampled k seeds
denoted by S and used them to generate k corresponding
images G . Next, for each layer [, we bypass it by taking
only the residual connection values. For each bypass, we
generate k images using the same seed set S demoted by
G;. All the images were generated using Euler sampler in
15 steps and a guidance scale of 3.5.

Next, to evaluate the effect of each layer [ on the fi-
nal result, we compared the generated images G; with
their corresponding images G using the DINOv2 [16]
perceptual similarity metric. We term the layers that ef-
fect the generated image the most (i.e., the layers with
the lowest perceptual similarity) as vital layers, while
the rest of the layers as non-vital layers. We found
that the vital layers in the FLUX.1-dev model [11] are
[0,1,2,17,18,25,28, 53,54, 56]. For visualization results,
please refer to Section 2.6. We empirically found that layer
2 can be removed from this set. In addition, the vital layers
for the Stable Diffusion 3 (SD3) [7] model vital layers are:
[0,7,8,9]. For more details, please refer to Section 2.7.

In addition, as mentioned in Section 3.2 of the main pa-
per, We adapt the self-attention injection mechanism, pre-
viously to be effective for image and video editing [5, 21]
in UNet-based diffusion models, to the DiT-based FLUX
architecture. Since each DiT layer processes a sequence of

image and text embeddings, we propose generating both the
reference image x and generated image & in parallel while
selectively replacing the image embeddings of & with those
of x, but only within the vital layers set. A full visualization
can be found in Figure 1.

Lastly, the variance list of the perceptual similarity of the
different layers, as explained in Section 3.1 of the main pa-
per, is as follows: [0.222, 0.041, 0.076, 0.08, 0.123, 0.101,
0.135,0.124,0.112,0.105,0.097,0.12, 0.118, 0.086, 0.116,
0.067, 0.065, 0.116, 0.146, 0.065, 0.098, 0.061, 0.076,
0.077, 0.072, 0.086, 0.069, 0.067, 0.081, 0.091, 0.074,
0.062, 0.061, 0.044, 0.04, 0.054, 0.036, 0.038, 0.037, 0.04,
0.066, 0.04, 0.034, 0.044, 0.044, 0.031, 0.033, 0.036, 0.03,
0.032, 0.026, 0.026, 0.026, 0.079, 0.039, 0.037, 0.026].

1.2. Baselines Implementation Details

As explained in Section 4.1 of the main paper, we compare

our method against the following baselines: SDEdit [13],

P2P+NTI [9, 14], Instruct-P2P [4], MagicBrush [23],

and MasaCTRL [5]. We reimplement SDEdit using the

FLUX.1-dev model [11], and use the official implementa-

tion for the rest of the baselines.

We adapt the text prompts based on the baseline type:
for SDEdit [13], P2P+NTI [9, 14], and MasaCTRL [5],
we used the standard text prompt describing the desired
edited scene (e.g., “A photo of a man with a red hat”). For
the instruction-based baselines Instruct-P2P [4] and Mag-
icBrush [23] we adapted the style to fit an instructional for-
mat (e.g., “Make the person wear a red hat”).

We used the following third-party implementations in
this project:

* FLUX.1-dev model [11] HuggingFace Diffusers [19]
implementation at https : / / github . com /
huggingface/diffusers

* P2P+NTI [9, 14] official implementation at https: //
github.com/google/prompt—-to—-prompt

o Instruct-P2P [4] official implementation at https :
//github.com/timothybrooks/instruct -
Pix2pix
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Figure 1. Attention Injection. We adapt the self-attention injection mechanism, previously shown effective for image and video editing
in UNet-based diffusion models, to the DiT-based FLUX architecture. Since each DiT layer processes a sequence of image and text
embeddings, we propose generating both the reference image x and generated image & in parallel while selectively replacing the attention
keys and values that correspond to the image embeddings of & with those of x. This replacement is performed only within the vital layers

set.

e MagicBrush [23] official implementation at ht tps: //
github.com/0OSU-NLP-Group/MagicBrush

* MasaCTRL [5] official implementation at https://
github.com/TencentARC/MasaCtrl

e DINOvV2 [16] ViT-g/14 implementation by Hugging-
Face Transformers [20] at https://github.com/
huggingface/transformers.

e DINOv1 [6] ViT-B/16 implementation by Hugging-
Face Transformers [20] at https://github.com/
huggingface/transformers.

« CLIP [18] ViT-L/14 implementation by Hugging-
Face Transformers [20] implementation at https: //
github.com/huggingface/transformers

 LPIPS [24] official implementation at
https / / github com / richzhang /
PerceptualSimilarity

1.3. Automatic Metrics Implementation Details

As explained in Section 4.1 of the main paper, we prepare
an evaluation dataset based on the COCO [12] validation
dataset. We begin by filtering the dataset automatically to
include at least one prominent non-rigid body. More specif-
ically, we filter only images containing humans or animals
that at least one of them is prominent enough, but not too
small, i.e., the prominent non-rigid body occupies at least
5% of the image but no more than 33%. Next, for each im-
age, we apply various image editing tasks (non-rigid edit-
ing, object addition, object replacement, and scene editing)
that take into account the prominent object from a list of
different combinations, resulting in a total dataset of 3,200
samples. Examples of images from this dataset can be seen
in Figure 4.

Table 1. User Study Statistical Significance. A binomial sta-
tistical test of the user study results suggests that our results are
statistically significant (p-value < 5%).

Ours vs Prompt Adher. Image Pres. Realism  Overall

p-value p-value p-value  p-value
SDEdit [13] < le—8 < le—8 <le—6 < 1le-8
P2P+NTI [9, 14] < le—8 < le—8 < le—8 < 6e—8
Instruct-P2P [4] < le—8 < le—8 <le—8 <2e—4
MagicBrush [23] < be—H < le—8 <le—8 < 1le-8
MasaCTRL [5] < le—8 < le—8 < le—8 < 1le—8

We evaluate the editing results using three metrics: (1)
CLIP;,,,, which measures the similarity between the in-
put image and the edited image by calculating the nor-
malized cosine similarity of their CLIP image embeddings.
(2) CLIP;,; which measures the similarity between the
edited image and the target editing prompt by calculat-
ing the normalized cosine similarity between the CLIP im-
age embedding and the target text CLIP embedding. (3)
CLIPg;, [8, 17] which measures the similarity between the
direction of the prompt change and the direction of the im-
age change.

1.4. User Study Details

As described in Section 4.2 of the main paper, we conducted
an extensive user study using the Amazon Mechanical Turk
(AMT) [2] platform, using automatically generated test ex-
amples, as explained in Section 1.3. We compared all the
baselines with our method using a standard two-alternative
forced-choice format. The users were given full instruc-
tions, as can be seen in Figure 2. Then, for each study trial,
as shown in Figure 3, users were presented with an image
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Given an image to edit, such as the following image:

A

‘And an editing text prompt, such as "A photo of a rubber duck next to a purple ball, during a sunny day"
You will be given two image editing results, and will be asked to rate which one is better in terms of:

1. Which of the results is better in adhering to the text prompt?
For example, given the following two editing resuits

N
L
ol

Result 1 Result 2

You will need to indicate that Result 1 is better, as it added a purple ball and made the image to be more sunny, while Result 2 did
not.

2. Which of the results is better in preserving the information of the input image?
For example, given the following two editing resuits

i
o

Result 1 Result 2

You will need 1o indicate that Result 1 is better, as it preserved the identity of the rubber duck and the floor, while Result 2 did.
3. Which of the results looks more realistic?

For example, given the following two editing results:

1
N

Result1 Result 2

You will need to indicate that Result 1 is better, as it looks more realistic than Result 2.

4. Which of the results s better overall?
Here you need to take into account the editing aspects altogether and choose which edit is better.

Figure 2. User Study Instructions. We provide the complete in-
structions for the user study we conducted using Amazon Mechan-
ical Turk (AMT) [2] to compare our method with each baseline.

and an instruction “Given the following input image of a

{CATEGORY}” where {CATEGORY} is the COCO cat-

egory of the prominent object. The users were given two

editing results — one from our method and one from the
baseline, and were asked the following questions:

1. “Which of the results is better in adhering to the text
prompt {PROMPT}?”, where {PROMPT} is the editing
target prompt.

2. “Which of the results is better in preserving the informa-
tion of the input image?”

3. “Which of the results looks more realistic?”

4. “Which of the results is better in overall?”

We collected five ratings per sample, resulting in 320 rat-
ings per baseline, for a total of 1,920 responses. The time
allotted per task was one hour, to allow raters to properly
evaluate the results without time pressure. A binomial sta-
tistical test of the user study results, as presented in Table 1,

Given the following input image of a dog:

We are interested in editing it according to the following text prompt: "a photo of a dog next to a pink ball*.

Provided the following two image edit results:

Result 1 Result 2

1. Which of the results is better in adhering to the text prompt "a photo of a dog next to a pink ball"?

O Result1 O Result2

2. Which of the results is better in preserving the information of the input image?

O Result 1 O Result 2

3. Which of the results looks more realistic?

Result1 O Result2

4. Which of the results is better overall?

O Result1 O Result 2

Figure 3. User Study Trial. We provide an example of a trial
task in the user study conducted using Amazon Mechanical Turk
(AMT) [2]. Users were asked four questions of a two-alternative
forced-choice format. Complete instructions are shown in Fig-
ure 2.

suggests that our results are statistically significant (p-value
< 5%).

2. Additional Experiments

In Section 2.1, we start by providing additional compar-
isons and results of our method. Then, in Section 2.2, we
present experiments on using different perceptual metrics.
Following that, in Section 2.4, we test the effect of different
sizes for vital layer set. Next, in Section 2.5, we provide
latent nudging experiments. Furthermore, in Section 2.6 we
present a full visualization of our layer bypassing method.
Finally, in Section 2.7, we test our method on the Stable
Diffusion 3 backbone.

2.1. Additional Comparisons and Results

In Figure 4 we provide an additional qualitative comparison
of our method against the baselines on real images extracted
from the COCO [12] dataset, as explained in Section 4.1 in
the main paper. As can be seen, SDEdit [13] struggles with
preserving the object identities and backgrounds (e.g., the



Input SDEdit [13] P2P+NTI [9, 14] Instruct-P2P [4] MagicBrush [23] MasaCTRL [5] Stable Flow (ours)

A A % g & S ol i
“A photo of an elephant next to a blue ball”

Figure 4. Baselines Qualitative Comparison on Automatic Dataset. As explained in Section 4.1 of the main paper, we compare our
method against the baselines on real images extracted from the COCO [12] dataset. We find that SDEdit [13] struggles with preserving
the object identities and backgrounds (e.g., bear and chicken examples). P2P+NTI [9, 14] struggles with preserving object identities (e.g.,
bear and person examples) and with adding new objects (e.g., missing hat in the sheep example and missing ball in the elephant example).
Instruct-P2P [4] and MagicBrush [23] struggle with non-rigid editing (e.g., person raising hand). MasaCTRL [5] struggles with preserving
object identities (e.g., bear and person examples) and adding new objects (e.g., sheep and cat examples). Our method, on the other hand, is
able to adhere to the editing prompt while preserving the identities.
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“A photo of an elephant next to a blue ball”

Figure 5. Ablations Qualitative Comparison on Automatic Dataset. As explained in Section 4.3 of the main paper, we compare our
method against several ablation cases on real images extracted from the COCO [12] dataset. As can be seen, we found that (1) performing
attention injection in all the layers or performing (3) an attention extension in all the layers encourages the model to directly copy the input
image while neglecting the target prompt. In addition, (2) performing an attention extension in the non-vital layers or (4) removing the
latent nudging reduces the input image similarity significantly.



Stable Flow ® 0

Input “A ‘Stable Flow’ neon sign” “A ‘P = NP’ neon sign” “A neon sign of avocados”

“A wooden toilet” “A wooden noodles bowl”

“Jumping” “Sitting” “Putting its paw on a stone”

Figure 6. Additional Results. We provide various editing results of our method. These different edits are done using the same vital layer
set.



Input “The text ‘FLUX’ is written “A camel in the background” “A cat inside the bag”
on the bag”

Input “A pink car” “A man driving the car” “In the evening”

Figure 7. Additional Results. We provide various editing results of our method. These different edits are done using the same vital layer
set.



Input “Minds” “Think” “Alike”

Figure 8. Additional Results. Given an input image that contain a text, our method cat edit the text while keeping the background and
style.
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Figure 9. Layer Removal Quantitative Comparison Using
CLIP. As explained in Section 2.2, we measured the effect of re-
moving each layer of the model by calculating the CLIP [18] per-
ceptual similarity between the generated images with and with-
out this layer. Lower perceptual similarity indicates significant
changes in the generated images. As can be seen, removing cer-
tain layers significantly affects the generated images, while oth-
ers have minimal impact. Importantly, influential layers are dis-
tributed across the transformer rather than concentrated in specific
regions. Note that the first vital layers were omitted for clarity (as
their perceptual similarity approached zero).

bear and chicken examples). P2P+NTI [9, 14] struggles
with preserving object identities (e.g., the bear and person
examples) and with adding new objects (e.g., the missing
hat in the sheep example and missing ball in the elephant
example). Instruct-P2P [4] and MagicBrush [23] struggle
with non-rigid editing (e.g., the person raising hand exam-
ple). MasaCTRL [5] struggles with preserving object iden-
tities (e.g., the bear and person examples) and adding new
objects (e.g., the sheep and cat examples). Our method, on
the other hand, is able to adhere to the editing prompt while
preserving the identities.

Next, in Figure 5, we provide a qualitative comparison
of the ablated cases that are explained in, Section 4.3 in the
main paper. As can be seen, we found that (1) perform-
ing attention injection in all the layers or performing (3) an
attention extension in all the layers, encourages the model
to directly copy the input image while neglecting the target
prompt. In addition, (2) performing an attention extension
in the non-vital layers or (4) removing the latent nudging
reduces the input image similarity significantly.

Finally, in Figures 6 and 7, we present additional image
editing results using our method.

2.2. Different Perceptual Metrics

As explained in Section 3.1 of the main paper, we assess
the impact of each layer by measuring the perceptual simi-
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Figure 10. Layer Removal Quantitative Comparison Using DI-
NOv1. As explained in Section 2.2, we measured the effect of
removing each layer of the model by calculating the DINOvI [6]
perceptual similarity between the generated images with and with-
out this layer. Lower perceptual similarity indicates significant
changes in the generated images. As can be seen, removing cer-
tain layers significantly affects the generated images, while oth-
ers have minimal impact. Importantly, influential layers are dis-
tributed across the transformer rather than concentrated in specific
regions. Note that the first vital layers were omitted for clarity (as
their perceptual similarity approached zero).

larity between G.r and G using DINOv2 [16]. It raises the
question of the importance of the specific perceptual [10]
similarity metric when determining the vital layers.

To this end, we also experiment with different percep-
tual metrics: DINOv1 [6], CLIP [18], and LPIPS [24]. In
Figures 9, 10 and 11 we plot the perceptual similarity per
layer for each of these metrics. The vital layers, ordered by
vitality, as defined in Equation 1 of the main paper, for each
metric are:

* DINOv2 —[1,0,2,18,53, 28, 54,17, 56, 25].

» DINOvl — [1,0,2,18,53, 56,54, 25,28, 17].

» CLIP —[2,0,1,18,53,56, 54,4, 17, 3].

» LPIPS —[0,1,2,18,17,56, 53,54, 6, 4].

As can be seen, the vital set V is equivalent for DI-
NOv2 and DINOv1 (even though there is a disagreement
on the order). In addition, all the metrics include the
set of {1,0,2,18,53,54,17,56} to be included in the vi-
tal set, while DINOv1 and DINOv2 suggest also includ-
ing {28,25}, CLIP suggests including {3,4} instead and
LPIPS suggests including {6,4} instead. In Figure 12 we
edited images with these slightly different vital layer sets,
and found the differences to be negligible in practice.

2.3. VLM-Based Quantiative Metric

As explained in Section 4.1 of the main paper, We evalu-
ated the editing results using three widely-used CLIP-based
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Figure 11. Layer Removal Quantitative Comparison Using
LPIPS. As explained in Section 2.2, we measured the effect of re-
moving each layer of the model by calculating the (1 - LPIPS) [24]
perceptual similarity between the generated images with and with-
out this layer. Lower perceptual similarity indicates significant
changes in the generated images. As can be seen, removing cer-
tain layers significantly affects the generated images, while oth-
ers have minimal impact. Importantly, influential layers are dis-
tributed across the transformer rather than concentrated in specific
regions. Note that the first vital layers were omitted for clarity (as
their perceptual similarity approached zero).

Table 2. VLM-Based quantitative comparison. For each
method, we used Phi-3.5-vision [1] VLM to compute the percent-
age of editing results that follow the text prompt and of the results
that change only the essential parts of the image. P2P+NTI [9, 14],
Instruct-P2P [4], and MasaCTRL [5] suffer from low similarity to
the text prompt. SDEdit [22] and MagicBrush [23] adhere more
to the text prompt, but they struggle with avoiding unintended
changes.

Method Text Following (1) Modify only essential (1)
SDEdit [88] 86.66% 21.66%
P2P+NTI [33, 51] 68.33% 26.66%
Instruct-P2P [17] 33.33% 26.66%
MagicBrush [91] 88.33% 46.66%
MasaCTRL [18] 33.33% 06.66%
Stable Flow (ours) 83.33% 61.66%

metrics: CLIP;,,, 4, CLIP;;;, and CLIP4;,.. In addition, we
experimented with a VLM-based metric using the Phi-3.5-
vision [1] VLM that was trained specifically for the task of
multiple image comparison. For each input image x, editing
prompt p, and editing result &, we computed the following
two metrics: (1) Text Following — we presented the VLM
the edited image & and the editing prompt p and asked it
“Does this image correspond to the text p? Answer yes or
no.”. (2) Modify only essential parts — we extracted the
prompt instruction and presented it, along with x and Z, to

the VLM and asked it “Is the only difference between these
two images the text PROMPT? Answer yes or no”. For each
metric, we calculated the number of times that the VLM
answered “yes”. As demonstrated in Table 2, the VLM-
based metric follows the same trend as the CLIP-based met-
rics:P2P+NTI [9, 14], Instruct-P2P [4], and MasaCTRL [5]
suffer from low similarity to the text prompt. SDEdit [22]
and MagicBrush [23] adhere more to the text prompt, but
they struggle with avoiding unintended changes.

2.4. Number of Vital Layers

The somewhat agnostic nature of our method to the spe-
cific perceptual metric, as described in Section 2.2, raises
the question of the importance of the entire vital layer set
V' to the editing task. To this end, in Figure 13 we experi-
mented with omitting a growing number of vital layers and
testing the editing results. As can be seen, when remov-
ing 20% of the vital layer set, the changes are negligible.
However, when removing more than that, the editing results
include unintended changes, such as identity changes (e.g.,
man and woman examples) and background changes (e.g.,
cat and blackboard examples). This is consistent with the
results from Section 2.2 that show that the least vital layers
for each perceptual metric are less important for the image
editing task.

2.5. Latent Nudging Experiments

As described in Section 3.3 of the main paper, we proposed
using a latent nudging technique to avoid the bad recon-
struction quality of vanilla inverse Euler ODE solver. We
suggest multiplying the initial latent zo by a small scalar
A = 1.15 to slightly offset it from the training distribution.
As shown in Figure 14, we empirically tested different val-
ues for the latent nudging hyperparameter A\. We performed
inversion using the inverse Euler ODE solver with a high
number of 1,000 inversion (and denoising) steps, to reduce
the inversion error. However, even when using such a high
number of inversion/denoising steps, we notice that when
not using latent nudging (i.e., A = 1.0), the reconstruction
quality is poor (notice the eyes and the legs of the dog).
Next, we found that A = 1.15 is the smallest value that en-
ables full reconstruction using the inverse Euler solver. Fur-
thermore, nudging values that are too high (e.g., A = 3.0)
result in saturated images. Lastly, we notice that decreasing
nudging values (i.e., A < 1.0) severely damages the recon-
struction quality.

In addition, we experiment with a simpler inversion vari-
ant based on latent caching (termed DDPM bucketing in
DiffUHaul [3]), in which we saved the series of latents
during the inversion process without applying latent nudg-
ing. As shown in Figure 15, this approach indeed achieves
perfect inversion (second column), but (third column) still
struggles with preserving the identities while editing the im-



Input DINO [6, 16] CLIP [18] LPIPS [24]

“A man holding a cup of tea”

“An avocado at the beach”

“A blackboard with the text “Vital Layers Are All You Need” ”

- -

“The floor is covered with sn

OW ”»
Figure 12. Metrics Qualitative Comparison. As described in Section 2.2, we also experimented with other perceptual metrics. We found
DINOvV2 [16] and DINOv1 [6] to produce the same set of vital layer. While CLIP [18] and LPIPS [24] replaced two layers in the vital

layers set (though they include most of the vital layer set as in DINO). As can be seen, the differences between these sets are negligible
when editing images.
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Figure 13. Number of Vital Layers Comparison. As explained in Section 2.4, we experimented with choosing a different portion of
the calculated vital layer set V. As can be seen, when removing 20% of the vital layer set, the changes are negligible. However, when
removing more than that, the editing results include unintended changes, such as identity changes (e.g., the man and woman examples) and

background changes (e.g., the cat and blackboard examples).

age (e.g., the rabbit and duck examples) or significantly al-
ters the image (e.g., the cat and man examples). On the
other hand, our method (fourth column) with the latent
nudging is able to preserve the identities during editing. In
practice, we found that using latent caching in addition to
latent nudging enables inversion with a lower number of
steps (50 steps), hence, this is the approach we used.

2.6. Layer Bypassing Visualization

As explained in Section 3.1 of the main paper, to quantify
layer importance in FLUX model, we devised a systematic
evaluation approach. Using ChatGPT [15], we automati-
cally generated a set P of k = 64 diverse text prompts,

and draw a set .S of random seeds. Each of these prompts
was used to generate a reference image, yielding a set G
For each DiT layer ¢ € L, we performed an ablation by
bypassing the layer using its residual connection. This pro-
cess generated a set of images Gy from the same prompts
and seeds.

In Figures 16-23, we provide a full visualization of the
reference set G,y along with the generation sets G — G's.
As can be seen, removing certain layers significantly af-
fects the generated images, while others have minimal im-
pact. Importantly, influential layers are distributed across
the transformer rather than concentrated in specific regions.



A=1.0 A=11 A=1.15 A=3.0

Input

A=09 A=0.38 A=0.7 A=06

Figure 14. Latent Nudging Values. As described in Section 2.5, we empirically tested different values for the latent nudging hyperpa-
rameter . In our experiments, we performed inversion using the inverse Euler ODE solver with a high number of 1,000 inversion (and
denoising) steps, to reduce the inversion error. However, even when using such a high number of inversion/denoising steps, we notice
that when not using latent nudging (i.e., A = 1.0), the reconstruction quality is poor (notice the eyes and the legs of the dog). Next, we
found that A = 1.15 is the smallest value that enables full reconstruction using the inverse Euler solver. Furthermore, nudging values that
are too high (e.g., A = 3.0) result in saturated images. Lastly, we notice that reducing nudging values (A < 1.0) severely damages the
reconstruction quality.

2.7. Stable Diffusion 3 Results

All the experiments in the main paper were based on the
FLUX.1-dev [11] model. We also experimented with a dif-
ferent DiT text-to-image flow model named Stable Diffu-
sion 3 [7] based on the Diffusers [19] implementation of
the medium model.

As described in Section 3.1 of the main paper, we mea-
sured the importance of each of the layers of this model.
As shown in Figure 24, we measured the effect of remov-
ing each layer from the model by calculating the perceptual
similarity between the generated images with and without
this layer. Lower perceptual similarity indicates significant
changes in the generated images. As can be seen, remov-
ing certain layers significantly affects the generated images,
while others have minimal impact.

Next, in Figure 25 we illustrate the qualitative differ-
ences between vital and non-vital layers. While bypassing
non-vital layers (G and G21) results in modest alterations,
bypassing vital layers leads to significant changes: com-
plete noise generation (Gy) or severe distortions (G7, G,
and Gy).

Finally, in Figure 26, we perform various editing opera-
tions using the same mechanism of injecting the reference
image information into the vital layers of the model, as de-
scribed in Section 3.2 of the main paper.



Input Reconstruction Caching only Latent Nudging

“A rabbit toy sitting and wearing
pink socks during the late afternoon”

“A man with a long hair”

Figure 15. Latent Caching. As explained in Section 2.5, we also tested a latent caching approach [3], in which we saved the series
of latents during the inversion process without applying latent nudging. As can be seen, this approach indeed achieves perfect inversion
(second column), but (third column) still struggles with preserving the identities while editing the image (e.g., the rabbit and duck examples)
or significantly alters the image (e.g., the cat and man examples). On the other hand, our method with the latent nudging (fourth column)
is able to preserve the identities during editing.



Figure 16. Full Layer Bypassing Visualization for Flux. We visualize the individual layer bypassing study we conducted, as described
in Section 2.6. We start by generating a set of images G s using a fixed set of seeds and prompts. Then, we bypass each layer ¢ by using

its residual connection and generate the set of images G, using the same fixed set of prompts and seeds. In this visualization, Gy — (> are
vital layers, while (3 — (&7 are non-vital layers.



Figure 17. Full Layer Bypassing Visualization for Flux. We visualize the individual layer bypassing study we conducted, as described
in Section 2.6. We start by generating a set of images G s using a fixed set of seeds and prompts. Then, we bypass each layer ¢ by using

its residual connection and generate the set of images G using the same fixed set of prompts and seeds. In this visualization, Gz — G5
are all non-vital layers.



Figure 18. Full Layer Bypassing Visualization for Flux. We visualize the individual layer bypassing study we conducted, as described
in Section 2.6. We start by generating a set of images G s using a fixed set of seeds and prompts. Then, we bypass each layer ¢ by using
its residual connection and generate the set of images G using the same fixed set of prompts and seeds. In this visualization, 17 and G 15
are vital layers, while (716 and (19 — (G23 are non-vital layers.



Figure 19. Full Layer Bypassing Visualization for Flux. We visualize the individual layer bypassing study we conducted, as described
in Section 2.6. We start by generating a set of images G s using a fixed set of seeds and prompts. Then, we bypass each layer ¢ by using
its residual connection and generate the set of images G using the same fixed set of prompts and seeds. In this visualization, 25 and G'og
are vital layers, while G214, Gog — GGo7 and Gog — (31 are non-vital layers.
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Figure 20. Full Layer Bypassing Visualization for Flux. We visualize the individual layer bypassing study we conducted, as described
in Section 2.6. We start by generating a set of images G s using a fixed set of seeds and prompts. Then, we bypass each layer ¢ by using

its residual connection and generate the set of images G, using the same fixed set of prompts and seeds. In this visualization, (31 — G359
are non-vital layers.



Figure 21. Full Layer Bypassing Visualization for Flux. We visualize the individual layer bypassing study we conducted, as described
in Section 2.6. We start by generating a set of images G s using a fixed set of seeds and prompts. Then, we bypass each layer ¢ by using

its residual connection and generate the set of images G using the same fixed set of prompts and seeds. In this visualization, G.o — Ga7
are non-vital layers.



Figure 22. Full Layer Bypassing Visualization for Flux. We visualize the individual layer bypassing study we conducted, as described
in Section 2.6. We start by generating a set of images G s using a fixed set of seeds and prompts. Then, we bypass each layer ¢ by using
its residual connection and generate the set of images G using the same fixed set of prompts and seeds. In this visualization, G's5 — G54
are vital layers, while (G4 — G52 and (755 are non-vital layers.



Figure 23. Full Layer Bypassing Visualization for Flux. We visualize the individual layer bypassing study we conducted, as described
in Section 2.6. We start by generating a set of images G s using a fixed set of seeds and prompts. Then, we bypass each layer £ by using
its residual connection and generate the set of images G using the same fixed set of prompts and seeds. In this visualization, (55 is a vital
layer.
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Figure 24. Layer Removal Quantitative Comparison Stable
Diffusion 3. As explained in Section 2.7, we measured the effect
of removing each layer of the model by calculating the percep-
tual similarity between the generated images with and without this
layer. Lower perceptual similarity indicates significant changes in
the generated images. As can be seen, removing certain layers sig-
nificantly affects the generated images, while others have minimal
impact. For a visual comparison, please refer to Figure 25.



Figure 25. Layer Removal Qualitative Comparison Stable Dif-
fusion 3. As explained in Section 2.7, we illustrate the qualitative
differences between vital and non-vital layers. While bypassing
non-vital layers (-1 and (721) results in modest alterations, by-
passing vital layers leads to significant changes: complete noise
generation ((+), or severe distortions ((7, (s and (i9). For a
quantitative comparison, please refer to Figure 24
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Figure 26. Stable Diffusion 3 Editing Results. As explained in Section 2.7, we tested our Stable Flow method on the Stable Diffusion
3 backbone [7]. As can be seen, we are able to perform various editing operations using the same mechanism of injecting the reference
image information into the vital layers of the model.
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