MASH-VLM: Mitigating Action-Scene Hallucination in Video-LLMs
through Disentangled Spatial-Temporal Representations
Supplementary Material

In this supplementary material, we present implementa-
tion details, additional ablation studies, further qualitative
evaluations, and examples from the UNSCENE benchmark
to complement the main paper. The supplementary material
is organized as follows:

7. Implementation details
8. Additional ablation studies
9. Further qualitative evaluations
10. Examples from the UNSCENE benchmark

1. Implementation details

In this study, we use CLIP-ViT-Large-Patch14-336 [6] as
a vision encoder and a two-layer MLP as a projector. The
visual encoder, projector, and LLM weights are initialized
with the pre-trained weights of LLaVA v1.5 [3], which em-
ploys Vicuna-v1.5 [7] with 7B parameters as the language
model. During instruction tuning, we freeze the vision en-
coder, allowing only the projector and the LLM to be fully
fine-tuned. Following prior work [3], we set the learning
rate to 2e¢ >, the total batch size to 128, and train the model
for 2 epochs. We adopt a cosine decay learning rate sched-
ule with a warmup ratio of 0.03, AdamW [5] as the opti-
mizer with no weight decay, and DeepSpeed Stage 3.

2. Additional ablation study

Ablation study on spatial and temporal features for
video. InTable |, we conduct an ablation study on various
video features. When using both temporal and spatial fea-
tures during training, our MASH-VLM achieves an accuracy
0f 41.81% on UNSCENE Binary and 53.41% on MVBench,
demonstrating a significant improvement over using only
one of these features. Furthermore, incorporating CLS to-
kens and frame-difference tokens into the temporal features
enhances performance, highlighting the effectiveness of our
proposed feature extraction method.

Ablation study on LLM Tuning Scheme. Table 2
presents the performance results across different LLM tun-
ing schemes. Full fine-tuning achieves the best perfor-
mance, with accuracy of 57.85% on UNSCENE Binary and

Table 1. Ablation study on spatial and temporal features for
video. SP, TP, and F-Diff refer to spatial pooling, temporal pool-
ing, and frame difference, respectively.

Temporal token Spatial tokens UNSCENE Binary MVBench

X TP 9.94 37.15

SP X 28.19 45.98

SP + CLS X 30.30 48.02

SP + CLS + F-Diff X 31.29 48.77
SP + CLS + F-Diff TP 41.81 53.41

Table 2. Ablation study on LLM Tuning Scheme.

LLM Tuning UNSCENE Binary MVBench

Frozen 37.49 48.41
LoRA 44.31 51.10
Full ET. 57.85 57.78

57.78% on MVBench, outperforming both freezing LLM
parameters and using LoRA [1] tuning.

Effect of token types during inference. In Table 3,
we investigate whether the spatial and temporal tokens of
MASH-VLM preserve their respective information in a dis-
entangled manner. When only spatial tokens are used dur-
ing inference, the performance on action-related QA for un-
usual context videos, which require temporal understand-
ing, drops by 11.24 points. Conversely, using only temporal
tokens during inference results in a performance decrease of
23.64 points on scene-related QA for scene-only videos and
18.1 points for unusual context videos, both of which re-
quire spatial understanding. These results demonstrate that
the disentangled tokens effectively preserve their respective
information: spatial tokens retain spatial details, while tem-
poral tokens capture temporal dynamics. Furthermore, by
leveraging both disentangled tokens, MASH-VLM achieves
the highest performance.



Table 3. Effect of token types during inference.

Scene-only  Unusual context

Video token types

Scene Action  Scene
Spatial 49.75 27.15  74.85
Temporal 31.27 33.13 62.15

Spatial & Temporal 54.91 38.39 80.25

3. Further qualitative evaluations

Qualitative results. In Figure 1, we present qualitative
comparisons with other methods. In the top example, a
scene-only video depicting an ice hockey rink without any
people is shown. Previous video-LLMs incorrectly respond
that people are present in the background or that a team is
playing a game. In contrast, MASH—-VLM not only accurately
predicts the absence of people but also provides a detailed
description of the background. In the middle example, an
unusual context video shows a person performing parkour
in a restroom. While VideoChat2 [2] incorrectly predicts
that no one is performing parkour, both ST-LLM [4] and
MASH-VLM correctly identify the presence of a person en-
gaged in parkour. Similarly, as shown in the bottom ex-
ample, MASH-VLM accurately identifies the background.
These qualitative results demonstrate that MASH-VLM ef-
fectively mitigates action-scene hallucinations.

Attention scores. We compare the attention scores of
the baseline model (without DST-attention and Harmonic-
RoPE) and MASH-VLM as shown in Figure 2. (a) The base-
line model shows improper focus: when answering about
actions, the model tends to focus on spatial tokens (left),
and when answering about scenes, it attends to both spa-
tial and temporal tokens (right), resulting in action-scene
hallucination. (c) When answering about actions, the base-
line model tends to focus on spatial tokens (left), and when
answering about scenes, it attends to spatial tokens but gen-
erates a hallucinated response (right). This hallucination
arises from the baseline model’s failure to disentangle spa-
tial and temporal tokens, leading to entanglement between
spatial and temporal tokens. (b,d) In contrast, MASH-VLM
appropriately focuses on temporal or spatial tokens depend-
ing on the question type and learns disentangled spatial and
temporal representation, effectively mitigating action-scene
hallucination.

4. Examples of UNSCENE benchmark

In Figure 3 and Figure 4, we showcase examples of un-
usual context videos in the UNSCENE benchmark. We also
present examples of scene-only videos as shown in Figure 5.
We also provide example videos of UNSCENE benchmark
in the supplementary material.

Scene only video

t
2® Question: Describe the video.

The video is of an ice rink in an arena with fans in the stands.
There is also a sign advertising Budweiser. The rink appears

VideoChat2  to be empty and there are various items and people in the
background. Overall, the video appears to be a promotional
advertisement or showcase of the rink.

The video shows a close-up view of an ice hockey rink where

ST-LLM : A
a team is playing.
The video provides a glimpse of an empty hockey rink that
MASH-VLM has a big monitor above it, displaying various messages.

There are no people in the arena, indicating that there are no
spectators or players present.

A3 Unusual context video

t
g® Question: Is there anyone doing parkour in the video?

VideoChat2 Based on the video, there is no one doing parkour.

ST-LLM Yes, there is a person who is doing parkour in the video.

MASH-VLM  Yes, there is a man doing parkour movements in a bathroom.

A3 Unusual context video

@ Question: Is the background in the video a shopping
mall hallway?

Based on the information provided in the video, the answer is
yes.

VideoChat2

The background in the video appears to be a shopping mall

STLM  paliway.

There is no indication that the background in the video is a
MASH-VLM  shopping mall hallway. The video mainly features cars in a
snowy parking lot.

Figure 1. Qualitative results on the UNSCENE benchmark.



ABB Unusual context video

£® Question: Is there anyone skiing in the video?
Baseline Yes, there is someone skiing in there snowy field.

No, there is no one skiing in the video. The video

RCD Question: Is the background of the video a golf course?
Baseline Yes, the video shows a golf course in the background.

No, the background of the video is not a golf course. The man is playing

Ours only shows a person playing golf in the snow. Ours golf in a snowy field, which is not a typical location for a golf course.
t
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ABB Unusual context video

Question: Is there anyone reading a book in
the video?

Yes, there is a person sitting on a chair and reding
a book in the video.

Ours

: two boys are seen boxing.

Attention scores of Spatial and Temporal to Text (Baseline)

No one is seen reading a book in the video. Instead,

Generated text
g@ Question: Is the background of the video a boxing ring?
Baseline Yes, the video shows two young boys boxing in a boxing ring.

No, the background of the video is not a boxing ring. It appears to be a

Ours room with books and toys.
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Figure 2. Attention scores of spatial-to-text and temporal-to-text token attention.
model (without DST-attention and Harmonic-RoPE) and MASH-VLM. (a) The baseline model shows improper focus: when answering
about actions, the model tends to focus on spatial tokens (left), and when answering about scenes, it attends to both spatial and temporal
tokens (right), resulting in action-scene hallucination. (b) MASH-VLM appropriately focuses on temporal or spatial tokens depending on

We compare the attention scores of the baseline

the question type. (¢) When answering about actions, the baseline model tends to focus on spatial tokens (left), and when answering about
scenes, it attends to spatial tokens but generates a hallucinated response (right). This hallucination arises from the baseline model’s failure
to disentangle spatial and temporal tokens, leading to entanglement between spatial and temporal tokens. (d) In contrast, MASH-VLM not
only focuses on temporal or spatial tokens depending on the question type but also learns disentangled spatial and temporal representation,
effectively mitigating action-scene hallucination.



UNSCENE: UNusual context & SCENE only benchmark

AEE Unusual context video

B Y

Action G.T. : golf driving

e | Pl

Action G.T. : playing ping pong Scene G.T. : kitchen
Action G.T. : snowboarding Scene G.T. : desert

Action G.T. : snatch weight lifting

Scene G.T. : undersea

Action G.T. : pushing cart

Scene G.T. : snowy road

Figure 3. Examples of unusual context videos in the UNSCENE benchmark.



UNSCENE: UNusual context & SCENE only benchmark

AR Unusual context video

Action G.T. : roller skating Scene G.T. : living room Action G.T. : kicking a ball Scene G.T. : rooftop

Action G.T. : cutting pineapple Scene G.T. : car

Scene G.T. : underwater

Action G.T. : doing squat

Scene G.T. : rollercoaster

Scene G.T. : restroom

Action G.T. : doing pull ups

Action G.T. : playing piano Scene G.T. : river Action G.T. : bending back Scene G.T. : subway station

Action G.T. : dining Scene G.T. : cave Action G.T. : dribbling basketball Scene G.T. : living room

Figure 4. Examples of unusual context videos in the UNSCENE benchmark.



UNSCENE: UNusual context & SCENE only benchmark

Scene only video

Scene G.T. : tennis court

-

Scene G.T. : baseball stadium

\ N
Scene G.T. : gym Scene G.T. : escalator

- j

Figure 5. Examples of scene only videos in the UNSCENE benchmark.
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