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Supplementary Material

In the supplementary material, we present additional
qualitative results (Section A), more ablation experiments
(Section B), details of our user study and MLLM assess-
ment (Section C), more discussion on Temporal-Self Guid-
ance (Section D), the proof of Fourier-based Motion En-
hancement (Section E), as well as the limitation of our
method (Section F), as a supplement to the main paper.

A. Additional Qualitative Results

More Results on AnimateDiff. We present more results for
video motion enhancement (Fig. 7) and structure enhance-
ment (Fig. 8) on AnimateDiff.
More Results on VideoCrafter2. We present more results
for video motion enhancement (Fig. 9) and structure en-
hancement (Fig. 10) on VideoCrafter2.
Application on DiT-based T2V model. We validated the
potential of ByTheWay on a DiT-based T2V backbone,
CogVideoX-2B [7]. As depicted in Fig. 3, ByTheWay ef-
fectively facilitates enhanced structure and improved dy-
namics. Implementation details are listed below. Temporal
Self-Guidance. For each DiT block (except the first one),
we modify its attention map by fusing it with that in pre-
vious block, improving alignment in motion modeling for
enhanced temporal consistency. Fourier-based Motion En-
hancement. It is achieved by amplifying the high-frequency
component of attention map, enabling amplified energy for
enhanced motion dynamics.
Visual comparison with other baselines. As depicted in
Fig. 4, both UniCtrl [2] and FreeU [6] fail to improve video
temporal consistency. I4VGen [3] employs static image for
initialization, suppressing motion dynamics. In compari-
son, the proposed ByTheWay effectively enhances temporal
consistency and dynamic degree.

B. Additional Ablation Study

Choice of Guidance Anchor. Fig. 5 (a) demonstrates that
up blocks.1 is the bottleneck in video motion model-
ing, injecting the temporal attention map of up blocks.1
into subsequent decoder blocks helps align motion mod-
eling across different levels of diffusion U-Net, thus en-
hance temporal consistency. In contrast, injecting informa-
tion from later blocks fails to achieve this goal. Note that
using up blocks.3 as the anchor implies the absence of
Temporal Self-Guidance (vanilla result).
Number of Operation Steps. Fig. 6 reveals that the initial
20% of sampling steps play a crucial role in shaping video

motion, making the application of ByTheWay operations
beyond this point have minimal effect on the generation
quality. Moreover, when ByTheWay operations are applied
only during 20% to 80% of the sampling steps, the gener-
ated video appears almost identical to the original video,
which can be attributed that video motion is mainly deter-
mined by the early denoising stage.

Does More Sampling Steps Help? As shown in Fig. 5
(b), the vanilla T2V backbone with 5× sampling steps is in-
ferior to incorporating the ByTheWay-enhanced backbone
with only 1× sampling steps, this demonstrates that ByThe-
Way is not equivalent to simply increasing the DDIM sam-
pling steps.

C. Details of User Study & MLLM Assessment

User Study Details. In our user study, each participant re-
ceives 50 videos synthesized by Vanilla T2V backbones and
50 videos synthesized by ByTheWay-enhanced backbones.
These videos are sampled from the same random seeds to
ensure fair comparison. For each video pair from Vanilla
and Vanilla + ByTheWay, participants are required to select
the video they perceive as superior based on overall Video
Quality, considering both structure coherence and motion
magnitude, and cast their vote accordingly. The videos were
presented in a randomized order to reduce potential bias,
and participants were allowed ample time to review each
pair before making their selections.

MLLM Assessment Prompt. Here, we present the prompt
used in the MLLM assessment.

"""

You are provided with two sets of video frames, each con-
taining 4 representative frames, along with a shared textual
prompt that was used to generate both videos. Your task
is to perform a comparative evaluation of the two videos,
focusing on their structure rationality / motion consistency.

Here is the frame data of Video 1.

Here is the frame data of Video 2.

Based on your evaluation of motion consistency, choose
the video set you find to be superior. If you determine that
the first set of frames (Video 1) is better, respond with ”A”.
If the second set (Video 2) is superior, respond with ”B”.
Return only ”A” or ”B” based on your assessment.

"""



D. Discussion on Temporal-Self Guidance

Why operate in the upsampling blocks? Previous works
like MasaCtrl [1], FreeControl [5], and MotionClone [4]
have validated that the per-frame structure of generated
videos is mainly modeled by upsampling blocks in diffu-
sion U-Net architecture. Given that video motion consists
of per-frame structure, we apply temporal self-guidance in
the upsampling blocks.
What problems Temporal-Self Guidance can help?
Temporal-Self Guidance can address the temporal incon-
sistency issues arising from inconsistent modeling between
different temporal attention blocks, such as implausible
structural changes between frames, as shown in Fig. 1.
However, Temporal-Self Guidance may fail in fixing struc-
tural anomalies caused by model’s inherent cognitive lim-
itation(e.g., a deformed ball), and struggles to handle real
video issues while maintaining fidelity since ByTheWay
mainly operates in the early denoising stage.
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car runs in the forest, ... two dogs are playing on the snow, ...

Figure 1. Temporal-Self Guidance reduces temporal inconsis-
tency and structural changes between frames.

Motivation of Temporal-Self Guidance. In Fig. ??(a)-(b),
the x-axis is the denoising step, and the y-axis is the L2
difference of temporal attention maps across different up-
sampling blocks (lines represent mean and variance). It can
be observed that implausible structures and temporal incon-
sistencies are often associated with significant differences
of attention maps across up blocks, which motivates us
to reduce such discrepancy for enhanced consistency in
structural modeling at different upsampling blocks.

E. Fourier-based Motion Enhancement Proof

In this section, we provide a detailed proof of how Fourier-
based Motion Enhancement alters the energy of the tempo-
ral attention map in ByTheWay operations.

E.1. Frequency Components Manipulation
Given a temporal attention map A ∈ R(B×H×W )×F×F

with batch size B, spatial resolution H×W and frame num-
ber F , since we treat it as a batch of 1D attention sequences,
we will next discuss the operations performed on a single
softmax sequence x[n] of length F .

Mathematically, the operation of mapping the sequence
x[n] to the frequency domain is performed by the Discrete

Fourier Transform (DFT):

X[k] =

F−1∑
n=0

x[n] · e−j 2π
N kn, k = 0, 1, . . . , F − 1. (1)

Parseval’s theorem states that the energy of a sequence is
preserved under frequency domain transformation, mean-
ing that the energy Ex of sequence x[n] is the same in both
the time and frequency domains. This theorem can be ex-
pressed as follows:

Ex =

F−1∑
n=0

x[n]2 =
1

F

F−1∑
k=0

X[k]2. (2)

As mentioned in the main paper, Fourier-based Motion
Enhancement uses a threshold index τ to separate the high-
frequency and low-frequency components of the sequence,
scaling the high-frequency components by a factor of β.
This operation can be expressed as:

X
′
[k] =

{
β ·X[k] k ∈ [F2 − τ, F

2 + τ ],
X[k] otherwise,

(3)

after applying this manipulation, the energy E
′

x of current
attention sequence x

′
[n] is given by:

E
′

x =
1

F
[

∑
k/∈[F2 −τ,F2 +τ ]

X2[k] + β2
∑

k∈[F2 −τ,F2 +τ ]

X2[k]],

(4)
thus the energy change amount ∆E caused by Fourier-
based Motion Enhancement can be computed as:

∆E = E
′

x − Ex

=
(β2 − 1)

F

∑
k∈[F2 −τ,F2 +τ ]

X2[k].

Clearly, in the scenario where β > 1, Fourier-based Mo-
tion Enhancement will lead to an increase in the energy of
the attention sequence (∆E > 0), while the opposite will
result in a decrease in energy (∆E < 0), which elucidates
the mechanism by which Fourier-based Motion Enhance-
ment effectively enhances motion magnitude in synthesized
videos.

Furthermore, it can be demonstrated that the attention
sequence processed by Fourier-based Motion Enhancement
remains a softmax sequence. This property is preserved be-
cause the direct current (DC) component X[0] of the atten-
tion sequence, which determines the sum of the sequence, is
not modified throughout the operation. By plugging k = 0
into Eq. 1, we can ascertain this property:

X[0] =

F−1∑
n=0

x[n] =

F−1∑
n=0

x
′
[n] = 1. (5)



𝛼

1 − 𝛼

FFT

𝛽(𝐸!	, 𝐸#)

IFFT

(a) Temporal Self-Guidance

(b) Fourier-based Motion Enhancement

Ⅰ Ⅱ ⅡI

Interpolation

U-Net

3D Attention Map Multiplier

𝐸!	

𝐸#

𝐸#

𝐸#$

𝐸#%

𝐸&

Adder

Figure 2. ByTheWay Operations.

E.2. Adaptive β in ByTheWay Operations
As depicted in the Fig. 2, let E1 denote the the energy of the
temporal attention map before applying ByTheWay opera-
tions, E2 the energy after Temporal Self-Guidance, and E3

the energy after Fourier-based Motion Enhancement. Here,
we demonstrate that using the adaptive β as defined in Eq.
6 ensures that E3 ≥ E1.

β(E1, E2) = max{β0,

√
E1 − EL

2

EH
2

}, (6)

Based on the separation of high-frequency and low-
frequency components in the sequence as described in Sec-
tion E.1, we can compute the energy of the high-frequency
and low-frequency parts of the sequence x[n], denoted as
EH

x and EL
x , respectively:

EH
x =

1

F

∑
k∈[F2 −τ,F2 +τ ]

X2[k],

EH
x =

1

F

∑
k/∈[F2 −τ,F2 +τ ]

X2[k].

(7)

According to Eq. 2 and Eq. 7, it is evident that the fol-
lowing relationship holds:

Ex = EH
x + EL

x . (8)

Furthermore, we can concisely express the energy ma-
nipulation performed by Fourier-based Motion Enhance-
ment described in Section E.1, as follows:

E
′

x = β2EH
x + EL

x , (9)

which indicates:

E3 = β2EH
2 + EL

2 . (10)

Therefore, to ensure E3 ≥ E1, it is necessary to ensure
that β adheres to the following condition:

β2EH
2 + EL

2 ≥ E1, (11)

the critical value of β, denoted as βc, that satisfies this con-
dition is:

βc =

√
E1 − EL

2

EH
2

. (12)

In ByTheWay operations, the user-specified β, denoted
as β0, will be compared with the critical value βc, and the
larger of the two will be selected as the actual β value in
Fourier-based Motion Enhancement:

β = max{β0, βc}. (13)

By adopting such a adaptive β value, it can be theoret-
ically guaranteed that the energy of the temporal attention
map is increased during ByTheWay operations, thereby en-
hancing the motion magnitude in synthesized videos.

F. Limitation
Although ByTheWay demonstrates the capability to unlock
the synthesis potential of various T2V backbones, the syn-
thesized videos remain confined within the sampling distri-
bution of the original T2V backbone. Therefore, one limi-
tation of our method is that its performance upper bound is
still constrained by the original T2V backbone.
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A powerful lion strides confidently through golden grass, ... The camera follows behind a white vintage SUV ...

Figure 3. Samples generated by CogVideoX-2B [7] with or without ByTheWay.
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A dog, playing on the grass, soft lightening, high quality... A bear, in the snowy mountain, film grain, detailed...

Figure 4. Visual comparison with other training-free methods.
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a black bear fishing on the river, ...

(a) Ablation on Guidance Anchor (b) Ablation on More Sampling Steps

Figure 5. Ablation on Guidance Anchor (a) and More Sampling Steps (b).
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Figure 6. Ablation on Operation Steps. Prompt: “a vintage car drives on a country road, ...”
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a pathway in a beautiful courtyard, ... a person standing above a vast valley, ...

a majestic whale breaching the surface of the ocean, ...

a black panther moving through the dense underbrush, ...

a military truck is driving down the street, ...

Figure 7. More Results on AnimateDiff (Motion Enhancement).
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a woman riding a horse in the woods, in oil painting style, ... an eagle diving towards the water, ...
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a jeep driving through a jungle trail, ... a blue bird sitting on a branch in a field, ...

Figure 8. More Results on AnimateDiff (Structure Enhancement).
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a tropical island with palm trees and clear turquoise water, ...
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a field of wildflowers under a blue sky with fluffy clouds, ...

a herd of buffalo stampeding across a grassy plain, dust clouds rising, ...

a leopard sprinting across rocky terrain, claws digging in, ...

a family of ducks swimming in a pond surrounded by trees, ...

Figure 9. More Results on VideoCrafter2 (Motion Enhancement).

a plane taking off from a runway, clear skies overhead, ...

a wolf running through a mountain valley, cold air rising, ...
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motorcycles weaving through traffic on a busy highway, high speed, ...

a sports car racing through a city at night, neon lights flashing, ...

Figure 10. More Results on VideoCrafter2 (Structure Enhancement).
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