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A. Data Pipeline Prompts

In this section, we list out the detailed prompts used in
our data generation (Sec. A.1), curation (Sec. A.2) and cap-
tion (Sec. A.3) pipelines.

A.1. Data Generation Prompts

To generate grid prompts, we employ GPT-4o as our lan-
guage model (LLM) engine We instruct the LLM to focus
on specific aspects during the grid generation process: pre-
serving the identity of the subject, providing detailed content
within each grid quadrant, and maintaining appropriate text
length. However, we observed that not all sampled refer-
ence captions inherently include a clear instance suitable for
identity preservation. To address this issue, we introduce an
initial filtering stage to ensure that each sampled reference
caption contains an identity-preserving target. This filtering
enhances the quality and consistency of the generated grids.

A.2. Data Curation Prompts

For data curation, we employ Gemini-1.5. To guide the
vision-language model (VLM) in focusing on identity preser-
vation, we utilize Chain-of-Thought (CoT) prompting [42].
Specifically, we first instruct the VLM to identify the com-
mon object or character present in both images. Next, we
prompt it to describe each one in detail. Finally, we ask the
VLM to analyze whether they are identical and to provide a
conclusive response. We find that this CoT prompting sig-
nificantly enhances the model’s ability to concentrate on the
identity and intricate details of the target object or character.

A.3. Image Caption Prompts

We provide two methods for prompting our model: using
the description of the expected output (Target Description)
or InstructPix2Pix [3]-type instructions (Instruction).

B. GPT Evaluation Prompts

We closely follow DreamBench++ [27] in terms of our GPT
evaluation. In Fig. 7, we demonstrate the prompts we use
for evaluation, including our “de-biased” evaluation that
penalizes “copy-pasting” effect.

C. Additional Results

C.1. Additional Qualitative Comparisons

In Fig. 9, we demonstrate more of the qualitative evaluation
cases from the DreamBench++ [27] benchmark.

C.2. Additional Qualitative Results

Due to space constraints in the main paper, we presented
shortened prompts. Here, we provide additional qualitative
results in Fig. 10, Fig. 11, Fig. 12, Fig. 13, Fig. 14 and



Figure 7. GPT evaluation prompts used across our evaluation, where the left shows the vanilla prompts from DreamBench++ [27] and
the right shows our modified “de-biased” prompts, which strongly penalizes “copy-pasting” effects without sufficient creative inputs. We
highlight our modified sentences in red.

Fig. 15, including the full prompts used for their generation.
These detailed captions capture various aspects of the images
and offer deeper insights into how our model operates.

C.3. Story Telling

Our model exhibits the capability to generate simple comics
and manga narratives, as demonstrated in Fig. 16 and Fig. 17,
where the conditioning image acts as the first panel. To

create these storytelling sequences, we input the initial panel
into GPT-4o, which generates a series of prompts centered
around the main character from the input image. These
prompts are crafted to form a coherent story spanning 8–10
panels, with each prompt being contextually meaningful on
its own. Utilizing these prompts alongside the conditioning
image, we generate the subsequent panels and finally align
them to reconstruct a cohesive narrative.



Figure 8. Grid generation and VLM curation samples.

D. More Detail on Architecture

We treat FLUX as a two-frame video generator. The left and
right halves of the input correspond to “conditional frame”
(the reference image) and “output frame”. Specifically, we
add a zero-initialized embedding layer on top of the origi-
nal embedding layer to process the clean conditional image,
then sum its output with the original embedding before pass-
ing it into the first transformer block. The model predicts
a 1024→512 output, where the left half learns an identity
mapping (reconstructing the conditional image) and the right
half produces the target. We follow the standard approach to
fine-tune via LoRA on all attention K/Q/V projections.

E. Grid and VLM Success Rate

From the original FLUX model, roughly 20% of the gener-
ated grids will be accepted by the VLM, where the VLM
achieves 95% alignment with human curation. In Fig. 8, we

show a few success and failure cases of the grid sampling
and false-positive examples of the VLM.

F. FLUX Baseline Models

FLUX is a new DiT flow-matching model with guidance dis-
tillation, so UNet-based methods cannot be trivially adapted,
as redesigning the training and architecture requires sig-
nificant effort. Therefore, following DreamBench++, we
use SD1.5 for DreamBooth, Textual Inversion and Blip-
Diffusion, SDXL for DreamBooth-LoRA and IP-Adapters.
We supply comparisons with the newest available FLUX-
based IP-Adapter and DreamBooth-LoRA at the time of
this paper’s production, as well as vanilla FLUX with only
text input. We also provide results on FLUX-based Control-
Net and IP-Adapter trained on our data. The results below
reinforce our method’s superiority.

Method Z-S? CP↑ PF↑ CP·PF↑ DCP↑ DPF↑ DCP·DPF↑
FLUX - 0.332 0.937 0.311 0.448 0.940 0.421

DreamBooth LoRA ✁ 0.804 0.521 0.419 0.561 0.571 0.320

ControlNet (our data) ✂ 0.355 0.869 0.308 0.491 0.848 0.416
IP-Adapter ✂ 0.380 0.717 0.272 0.500 0.756 0.378
IP-Adapter (our data) ✂ 0.414 0.712 0.295 0.512 0.723 0.370
Ours ✂ 0.631 0.726 0.458 0.789 0.757 0.597

G. Discussion on Scalability

We acknowledge that the scalability of Diffusion Self-
Distillation is not fully explored within the scope of this
paper. However, we posit that Diffusion Self-Distillation
is inherently scalable along three key dimensions. First,
Diffusion Self-Distillation can scale with advancements
in the teacher model’s grid generation capabilities and its
in-context understanding of identity preservation. Sec-
ond, the scalability extends to the range of tasks we lever-
age; while this paper focuses on general adaptation tasks,
a broader spectrum of applications remains open for ex-
ploration. Third, Diffusion Self-Distillation scales with
the extent to which we harness foundation models. In-
creased diversity and more meticulously curated data con-
tribute to improved generalization of our model. As founda-
tion models—including base text-to-image generation mod-
els, language models (LLMs), and vision-language mod-
els (VLMs)—continue to evolve, Diffusion Self-Distillation
naturally benefits from these advancements without necessi-
tating any modifications to the existing workflow. A direct
next step involves scaling the method to incorporate a sig-
nificantly larger dataset and integrating forthcoming, more
advanced foundation models.



Figure 9. Additional qualitative comparison.



Figure 10. Additional character identity preserving results.



Figure 11. Additional character identity preserving results.



Figure 12. Additional object/item identity preserving results.



Figure 13. Additional object/item identity preserving results.



Figure 14. Additional instruction prompting results.



Figure 15. Additional relighting results.



Figure 16. Comic generation example 1. The conditioned image is the first panel.



Figure 17. Comic generation example 2. The conditioned image is the first panel.


