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A. Appendix
This supplementary material is organized as follows:
• Sec. A.1 provides further discussions, including the main

difference between PrimX and existing 3D representa-
tions (Sec. A.1.1) and limitations (Sec. A.1.2).

• Sec. A.2 introduces further experiments and evalua-
tions, including quantitative results on Objaverse [5]
and GSO [6] datasets (Sec. A.2.1), user study
(Sec. A.2.3), model scaling (Sec. A.2.4), sampling
diversity (Sec. A.2.5), additional ablation studies
on PrimX initialization (Sec. A.2.7), VAE designs
(Sec. A.2.8), PBR extraction (Sec. A.2.9), differen-
tiability (Sec. A.2.10) and more qualitative results
(Sec. A.2.11).

• Sec. A.3 documents the implementations details of
3DTopia-XL, including dataset and PrimX hyperparam-
eters (Sec. A.3.1), conditioner and captions (Sec. A.3.2),
model details and hyperparameters (Sec. A.3.3), and al-
gorithms of reversible conversion between PrimX and
mesh (Sec. A.3.4).

• Besides, we also attach a demo video to demonstrate the
key idea and qualitative results.

A.1. Discussion
A.1.1. Difference with Related Work
The core of our work is the proposed novel 3D representa-
tion, PrimX, that can model high-quality 3D shape, texture,
and material in a unified and tensorial representation. It is
worth highlighting the advantages of PrimX compared with
other 3D representations in the generative context.

PrimX v.s. Implicit Vector Set. Previous works [34, 35]
introduce the implicit vector set to encode a 3D shape glob-
ally. PrimX differentiates itself from the implicit vector set
in three aspects:
• PrimX encodes not only the shape but also texture and

material in a unified way, which removes the necessity for
a two-stage framework [35] that generates shape and tex-
ture separately. Although the implicit vector set has the
potential to model more information other than the occu-
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Table 1. Quantitative evaluations of Image-to-3D on the Objaverse dataset [5]. We evaluate the fidelity, diversity and distributional
similarity of 3DTopia-XL for single image to 3D generation compared with existing baselines. The evaluation is performed on a subset of
Objaverse consisting of 600 random samples. KIDmat denotes the KID measured in the material space by rendering materials as colored
2D images. FPD and KPD denote the FID and KID metrics measured on 3D points in the space of PointNet++ [20]. COV and MMD
denote Coverage Score and Minimum Matching Distance measured in the space of Chamfer Distance.

Method Paradigm KID (×10−2) ↓ KIDmat(×10−2) ↓ FPD ↓ KPD (×10−2) ↓ COV ↑ MMD (×10−3) ↓
LGM [26] Sparse-view Reconstruction 0.55 - 39.86 18.54 35.83 19.88
CRM [29] Sparse-view Reconstruction 1.93 - 37.09 14.37 31.83 25.12

ShapE [10] Native 3D Diffusion 11.95 - 20.27 7.55 59.67 14.98
LN3Diff [14] Native 3D Diffusion 0.89 - 29.36 11.27 33.50 22.64

Ours Native 3D Diffusion 1.02 0.69 15.74 3.59 50.31 14.63

Table 2. Quantitative evaluations of Image-to-3D on the GSO dataset [6]. We evaluate the fidelity, diversity and distributional similarity
of 3DTopia-XL for single image to 3D generation compared with existing baselines. The evaluation is performed on a subset of GSO dataset
consisting of 300 random samples. FPD and KPD denote the FID and KID metrics measured on 3D points in the space of PointNet++ [20].
COV and MMD denote Coverage Score and Minimum Matching Distance measured in the space of Chamfer Distance.

Method Paradigm KID (×10−2) ↓ FPD ↓ KPD (×10−2) ↓ COV ↑ MMD (×10−3) ↓
LGM [26] Sparse-view Reconstruction 0.94 34.44 11.12 33.11 23.32
CRM [29] Sparse-view Reconstruction 1.67 26.61 4.82 38.57 17.37

InstantMesh [32] Sparse-view Reconstruction 0.91 21.54 4.15 37.01 16.31

ShapE [10] Native 3D Diffusion 13.75 22.80 4.03 40.43 18.58
Ours Native 3D Diffusion 1.38 16.16 3.86 55.58 14.35

pancy field, there is no existing work to demonstrate and
justify this design. We suspect that texture and material
information are surface-aligned which is far more expen-
sive and difficult to model for the implicit vector set that
uses dense modeling of the entire 3D space by using 3D
points as queries.

• PrimX is differentiable renderable while implicit vector
set can be only exported to meshes.

• PrimX is explicit and explainable for each token feature
which facilitates 1) data augmentation by applying color
transformation similar to [11]; and 2) downstream tasks
like inpainting by explicitly masking certain tokens.

PrimX v.s. PrimDiffusion [3]. Chen et al. [3] pro-
poses using volumetric primitives for 3D human genera-
tion, learning primitive-based representation from multi-
view posed images. PrimX has unique differences:
• PrimX requires no 3D template for generative modeling

by directly denoising the position of primitives. In con-
trast, PrimDiffusion requires a template mesh as the an-
chor for all primitives which works for 3D human gener-
ation where the target subject has a shared 3D canonical
space. However, this is not the case for general objects as
there is no mesh template.

• PrimX simplifies the parameter space of volumetric prim-
itives by using only position, a single scale, and voxelized
payload, while the prior work models per-axis rotation

and scale factors additionally. This simplification sig-
nificantly saves the computational cost while achieving
a comparable quality in our preliminary study.

• PrimX models the target’s geometry as SDF field and is
capable of learning from both 3D data and 2D data. The
work above models the target’s geometry as volumetric
opacity field and can only learn from 2D images.

PrimX v.s. M-SDF [33]. M-SDF introduces a shape-only
representation to encode SDF of 3D mesh into mosaic vox-
els. PrimX has two distinct differences compared to it:
• M-SDF only represents 3D shape, while our method finds

a unified way to encode shape, texture, and material with
high quality. It is non-trivial to represent shape, texture,
and material within our tensorial and sparse representa-
tion. The shape is typically a 3D volumetric function
while textural information is only surface-aligned. It is
important to note that 1) proper instantiation of texture
sampling function (Sec. A.3.1) and 2) carefully designed
initialization strategy (Alg. 1) for PrimX are critical for
representing shape, texture and material in high quality.

• M-SDF is specialized to 3D domain while our represen-
tation can be differentiably rendered into 2D images.

PrimX v.s. 3DGS [12]. As a trending representation for
3D reconstruction, 3DGS is known for its efficiency as a
primitive-based volumetric representation. However, the



number of Gaussians required to represent a high-quality
3D object is considerably high (hundreds of thousands)
compared with PrimX (N=2048). This long context prop-
erty will lead to training difficulty and inefficient atten-
tion computation in the generative context where the set
of Gaussians is operated by DiT [19]. Instead, PrimX can
be treated as an “interpolation” between fully point-based
representation (3DGS) and fully voxel-based representation
(dense voxel) that groups primitives into explicitly struc-
tured local voxels. This hybrid operation significantly re-
duces the number of primitives, leading to a shorter context
that boosts the training of the Transformer.

A.1.2. Limitations and Future Work
It is important to note that 3DTopia-XL has been trained
on a considerably large-scale dataset. However, there is
still room for improvement in terms of quality. Different
from existing high-quality 3D diffusion models [33, 35]
which operate on 3D representations that are not differen-
tiably renderable, 3DTopia-XL maintains the ability to di-
rectly learn from 2D image collections thanks to PrimX’s
capability of differentiable rendering (Eq. 7 in the main pa-
per). This opens up new opportunities to learn 3D genera-
tive models from a mixture of 3D and 2D data, which can be
a solution to the lack of high-quality 3D data. Moreover, as
an explicit representation, PrimX is interpretable and easy
to drive. By manipulating primitives or groups of primi-
tives, it is also fruitful to explore dynamic object generation
and generative editing.

A.2. Additional Experiments
A.2.1. Quantitative Comparisons on Objaverse and GSO
We conduct extensive quantitative evaluations for image-to-
3D on Objaverse [5] and GSO [6] datasets against existing
methods including: 1) sparse-view reconstruction model:
LGM [26], CRM [29], InstantMesh [32] and 2) native 3D
diffusion models: ShapE [10] and LN3Diff [14].
Evaluation Metrics. For photometric quality, we bench-
mark KID [1] over the 2D renderings under random envi-
ronmental lighting against ground truth. KIDmat is also cal-
culated to measure the quality of the generated PBR mate-
rials. We render the metallic and roughness into colored 2D
images according to gltf 2.0 specifics1, and measure KID
against ground truth. For geometric quality, we measure
Point Cloud FID [7] (FPD) and Point Cloud KID [1] us-
ing the pretrained PointNet++ [20] provided by following
previous work [10, 33]. Moreover, we also evaluate Cover-
age Score (COV) and Minimum Matching Distance (MMD)
in the space of Chamfer Distance (CD) following previous
work [33, 34]. We perform the farthest point sampling over
the output mesh for each method to obtain 4096 points for

1https://registry.khronos.org/glTF/specs/2.0/
glTF-2.0.html#metallic-roughness-material

evaluation. We randomly sample 300 objects on the GSO
dataset and 600 objects on the Objaverse dataset for evalu-
ation, respectively.
Results. As shown in Figure 1 and Figure 2, our method
achieves the best 3D geometric quality, indicating the supe-
riority of the proposed representation and generative mod-
eling. Note that the methods based on sparse-view recon-
struction rely on pretrained 2D multiview diffusion mod-
els [24, 28] to reconstruct 3D objects from sparse input
views. Therefore, their models have more input visual in-
formation and thus achieve slightly better visual quality.
However, this cascaded pipeline prone to yielding 3D dis-
tortions due to 3D inconsistency of 2D diffusion models, in-
dicated by the worse 3D metrics of them. Most importantly,
3DTopia-XL is the only method capable of producing PBR
materials from images or texts among all methods.

A.2.2. Additional Comparisons
We show image-to-3D comparisons with Unique3D [30] in
Fig. 3(c). As a per-sample optimization-based method us-
ing multiview images, Unique3D excels in texture quality
but suffers from geometry artifacts (weird geometry from
novel views) due to the inconsistency of 2D diffusion mod-
els. We believe that training a feedforward reconstruction
method with PrimX would be a good geometry initializa-
tion and mesh constraint for Unique3D, which shortens its
optimization time.

Moreover, we demonstrate our image-to-3D generation
using a casual phone capture in Fig. 3(b), indicating the
generalizability of 3DTopia-XL to the real-world domain.

A.2.3. User Study
We conduct an extensive user study to evaluate image-to-
3D performance quantitatively. We opt for an output evalu-
ation [2] for user study, where each volunteer is shown with
a pair of results comparing a random method against ours,
and asked to choose the better one in four aspects: 1) Over-
all Quality, 2) Image Alignment, 3) Surface Smoothness,
and 4) Physical Correctness. One of the samples presented
to the attendees is shown in Figure 5. A total number of 48
paired samples are provided to 27 volunteers for the flip test.
We summarize the average preference percentage across all
four dimensions in Figure 4. 3DTopia-XL is the best one
among all methods. Although the image alignment of our
method is only a slight improvement against reconstruction-
based methods like CRM, the superior quality of geometry
and the ability to model physically based materials are the
keys to producing the best overall quality in the final ren-
dering.

A.2.4. Scaling
We further investigate the scaling law of 3DTopia-XL
against model sizes and iterations. For metrics, we use
Fréchet Inception Distance (FID) computed over 5k ran-

https://registry.khronos.org/glTF/specs/2.0/glTF-2.0.html#metallic-roughness-material
https://registry.khronos.org/glTF/specs/2.0/glTF-2.0.html#metallic-roughness-material


Renderings Normal Metallic RoughnessInput

Figure 1. 3DTopia-XL can generate 3D assets directly from single-view images without relying on 2D image-to-multiview diffusion
models. We visualize the input single-view image and corresponding HDRIs for environmental lighting on the left. Please note the high-
quality results and spatially varied materials generated by our method. All scenes are rendered using Blender [4].
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Figure 2. 3DTopia-XL can generate 3D assets directly from texts without relying on 2D text-to-image diffusion models, which is
uniquely different from sparse-view reconstruction models [9]. We visualize the input text prompts and corresponding HDRIs for
environmental lighting on the left. Please note the sampling diversity and spatially varied materials generated by our method. All scenes
are rendered using Blender [4].
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Figure 3. (a) Thin structures. (b) Real-world inputs. (c) Comparison with Unique3D, which shows geometry inconsistency.
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Figure 4. User study. We quantitatively evaluate comparison methods by conducting preference tests against our method on four dimen-
sions. The results show that 3DTopia-XL has the highest preference rate compared with other methods.

Figure 5. User study sample. For each sample in the user study,
we present to the attendee with the input image (upper left) and
target environment illuminations (bottom left) for rendering the
mesh. Each volunteer is asked to choose the better one from
A/B across four dimensions: 1) Overall quality, 2) Image align-
ment, 3) Surface smoothness, and 4) Physical correctness of ren-
derings. The order and notation of methods are randomized and
anonymized.

dom samples without CFG guidance. Specifically, we con-
sider Latent-FID which is computed in the latent space of
our VAE and Rendering-FID which is computed on the
DINO [18] embeddings extracted from images rendered
with Eq. 7 in the main paper. Figure 6 shows how Latent-

Table 3. Longer sequence leads to better convergence. Given a
fixed PrimX parameter budget of 1.05M, we compare the models
trained with {N = 256, a = 16} and {N = 2048, a = 8}.

Setting Rendering-FID ↓ Latent-FID ↓
N = 256 76.31 104.8
N = 2048 16.16 24.43

FID and Rendering-FID change as the model size increases.
We observe consistent improvements as the model becomes
deeper and wider. Table 3 also demonstrates that longer se-
quence (smaller patches) leads to better performance, which
may come from the findings in the vanilla DiT that increas-
ing GFlops leads to better performance.

A.2.5. Sampling Diversity
At last, we demonstrate the impressive sampling diversity of
3DTopia-XL as a generative model, as shown in Figure 7.
Given the same input image and varying random seeds, our
model can generate diverse high-quality 3D assets with dif-
ferent geometry and spatially varied PBR materials.

A.2.6. Generation of Inner Geometric Structures
We present results with plausible and diverse inner struc-
tures in Fig. 8. Thanks to the native 3D representation
PrimX, 3DTopia-XL can generate well-defined and diverse



Figure 6. Scaling up 3DTopia-XL improves FID. As the computation and model size scale up, the model performance improves consis-
tently. For metrics, we consider Latent-FID which is computed in the latent space of our VAE and Rendering-FID which is computed on
the DINO [18] embeddings extracted from images.

inner structures from images / texts, which facilitates down-
stream tasks such as physical simulations and compositional
object generation. Additional results on generating thin
structure is shown in Fig. 3(a).

A.2.7. Ablation study on PrimX Initialization
In this section, we conduct ablation studies on the impact of
different initialization strategies for mesh to PrimX conver-
sion (Algorithm 1). We compare three alternatives here:
• Uniform + Farthest (Ours): 1) we first perform uniform

sampling to get N̂ candidate points; and 2) we run far-
thest point sampling on the candidate point set to get N
primitives and initialize their scales to ensure coverage.

• Farthest: directly perform farthest point sampling to get
N primitives with a unique global scale factor as in M-
SDF [33].

• Coverage: 1) we first perform farthest point sampling to
get 3

4N primitives; 2) a uniformly sampled point set is
used to test the coverage by existing primitives, and points
not covered are held out; and 3) we perform the second
farthest point sampling on the held-out set to get the rest
1
4N primitive.
As shown in Figure 9, the “Farthest” solution is sen-

sitive to the topology, which may lead to the insufficient
number of primitive allocated to the flattened surface with
a few mesh faces, causing the gap in the drill. Our fi-
nal solution achieves comparable quality with the compli-
cated “Coverage” solution and is capable of modeling fine-
grained geometric details and consistent texture and mate-
rial with ground truth. However, due to unnecessary compu-
tation overhead introduced by the latter solution, we choose
the “Uniform + Farthest” initialization strategy as the final
solution which is simple but effective. Quantitative results

in Table 4 also confirm the above observation.

A.2.8. Ablation study on VAE Designs
Given our goal to do spatial compression of VAE in Primi-
tive Patch Compression, we additionally compare two alter-
natives suitable for spatial compression:
• PCA: Principal Component Analysis uses a certain num-

ber of principal components and projects PrimX onto a
low-dimensional space. Take the projection matrix con-
sisting of principal components as P , the encoding pro-
cess denotes as XP while the decoding process denotes
as XPP T . This compression mechanism relies on a set
of known principal components at inference time.

• DCT: Discrete Cosine Transformation similar to the
JPEG [27] compression algorithm. As our PrimX is nat-
urally divided by 8 for each primitive, we can traverse
through each voxel’s value in zig-zag order and perform
DCT for spatial compression.
As shown in Figure 10, PCA fails to reproduce smooth

geometry at all compression rates due to the loss of spatial
structure during the encoding process. DCT, as a widely
used spatial compression algorithm for 2D images, can also
achieve reasonably good compression quality at a relatively
lower compression rate (3072 to 384). However, it fails at
a higher compression rate and cannot achieve comparable
quality as patch-wise VAE.

A.2.9. Ablation study on PrimX2Mesh Algorithm
As we mentioned in the main paper existing work on 3D
generation did not carefully deal with mesh extraction when
converting the underlying 3D representations to GLB for-
matted meshes. In this paper, we carefully design the
PrimX2Mesh algorithm as outlined in Alg. 2. Furthermore,
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Figure 7. Sampling diversity. Given the same input image, 3DTopia-XL can generate diverse 3D assets by varying random seeds only.
Zoom in for diverse shapes and spatially varied PBR materials.

“a watering can”

Bottom-up view from inside
Variant 1 Variant 2

Figure 8. Due to native 3D representation, 3DTopia-XL can generate well-defined and diverse inner structures from images / texts.

we compare our PBR mesh extraction with different design
alternatives including:

• Vert Coloring: a baseline that uses vertex coloring as
many prior works;

• No Material: a baseline that does not pack PBR materials
in the GLB mesh during the conversion;

• Low-res UV: a baseline that unwraps textures in a low-

resolution UV space (256× 256);
• No Inpainting: a baseline that does not perform texture

inpainting based on UV adjacency.

The results are presented in Figure 11. As clearly shown
in the top two rows, neither vertex coloring nor ignoring
material can produce vivid reflectance under natural illumi-
nation. This is due to the fact that both two modes cannot



Uniform + Farthest Farthest Coverage Ground Truth

Figure 9. The impact of different initialization strategies for mesh to PrimX algorithm (Alg. 1).

Table 4. Quantitative evaluations of different initialization strategies for mesh to PrimX.

Solution PSNR-F SDF
S ↑ PSNR-FRGB

S ↑ PSNR-FMat
S ↑

Uniform + Farthest 72.12 26.26 21.65
Farthest 56.86 14.30 10.16

Coverage 71.38 26.06 21.41

support PBR materials modeling. Low-resolution UV space
introduces texture noises as well as material noises. In con-
trast, our high-resolution UV space (1024 × 1024) leads to
high-quality texture representation. The baseline without
UV inpainting shows severe zig-zag artifacts for the tex-
ture, which result from the empty region of UV space not
properly inpainted. The above comparisons further justify
the ingredients in Alg. 2 including 1) using UV texturing, 2)
using high-resolution UV space, and 3) doing UV inpaint-
ing based on the vertices and faces adjacencies.

A.2.10. PrimX can Learn from Both 2D and 3D
Recall the three design principles for 3D representation in
the context of high-quality large-scale 3D generative mod-
els: 1) Parameter-efficient: provides a good trade-off be-
tween approximation error and parameter count; 2) Rapidly
tensorizable: can be efficiently transformed into a tensor,
which facilitates generative modeling with modern neural
architectures; 3) Differentiably renderable: compatible
with differentiable renderer, enabling learning from both 3D
and 2D data.

PrimX is the representation that satisfies all the above
criteria. We have extensively introduced how to learn from
3D dataset [5] for PrimXin Alg. 1 and Alg. 2. Here, we fur-
ther demonstrate the great potential of PrimX to leverage
knowledge from 2D images. Thanks to our explicit design
that maintains the differentiability of the rendering process
of PrimX, this tensorial 3D representation can be efficiently
rasterized into 2D images given a perspective camera view.
By back-propagating the gradient of image reconstruction
loss to the payload in PrimX, we can improve the texture
quality represented in PrimX, as shown in Figure 12. This
further demonstrates that PrimX also has its potential in
sparse-view reconstruction models similar to LGM [26] and

LRM [9]. By replacing the underlying 3D representation as
PrimX, we can also unlock a reconstruction-based model
that can learn from both 2D and 3D data.

A.2.11. More Results
We present more image-conditioned and text-conditioned
generation results in Figure 1 and Figure 2 respectively.

A.3. Implementation Details
A.3.1. Data Standardization
Datasets. The scale and quality of 3D data determine the
quality and effectiveness of 3D generative models at scales.
We filter out low-quality meshes, such as fragmented shapes
and large-scale scenes, resulting in a refined collection of
256k objects from Objaverse [5].

Standardization Pipeline. Computing PrimX on large-
scale datasets involves two critical steps: 1) Instantiation
of sampling functions {F SDF

S , FRGB
S , FMat

S } from a GLB
file and 2) Execution of the fitting algorithm in Sec. 3.1.2
of the main paper, i.e. Alg. 1. Given the massive amount of
meshes from diverse sources in Objaverse, there are chal-
lenges for properly instantiating the sampling functions in
a universal way such as fragmented meshes, non-watertight
shapes, and inconsistent UVs. We develop a unified data
loading pipeline that standardizes the objects across dif-
ferent textured mesh definitions (vertex color, UV map,
part-wise material, etc.). Our standardized procedure starts
with loading the GLB file as a connected graph. We fil-
ter out subcomponents that have less than 3 face adjacency
which typically represent isolated planes or grounds. Af-
ter that, all mesh subcomponents are globally normalized
to the unit cube [−1, 1] given one unique global bound-
ing box. Then, we instantiate geometric sampling functions
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Figure 10. Ablation studies on different VAE designs for Primitive Patch Compression. For patch-wise spatial compression, we
additionally compare our method with two alternatives: 1) PCA and 2) DCT given various compression rates.

for each mesh subcomponent for SDF, texture, and material
values. For the model that lack PBR material, we will as-
sign a default diffuse material according to Blender’s prin-
ciple BSDF node.

PrimX Hyperparameters. To get a tradeoff between
computational complexity and approximation error, we
choose our PrimX to have N = 2048 primitives where each
primitive’s payload has a resolution of a = 8. It indicates
that the sequence length of our primitive diffusion Trans-
former is also 2048 where each token has a dimension of
d = 3 + 1 + (a/2)3 = 68. For the rapid finetuning stage
for computing PrimX, we sample 500k points from the tar-
get mesh, where 300k points are sampled on the surface and
200k points are sampled with a standard deviation of 0.01
near the surface. The finetuning stage is run for 2k itera-
tions with a batch size of 16k points using an Adam [13]
optimizer at a learning rate of 1× 10−4.

A.3.2. Condition Signals
Conditioners. The conditional generation formulation in
Sec. 3.3 of the main paper is compatible with most

modalities. In this paper, we mainly explored condi-
tional generation on two modalities, images and texts.
For image-conditioned models, we leverage pretrained DI-
NOv2 model [18], specifically “DINOv2-ViT-B/14”2, to
extract visual tokens from input images (at a resolution of
518 × 518) and take it as the input condition c. For text-
conditioned models, we leverage the text encoder of the
pretrained image-language model [21], namely “CLIP-ViT-
L/14”3, to extract language tokens from input texts.

Images. Thanks to our high-quality representation PrimX
and its capability for efficient rendering, we do not need to
undergo the complex and expensive rendering process like
other works [9], which renders all raw meshes into 2D im-
ages for training. Instead, we opt to use the front-view im-
age rendered by Eq. 7 which is 1) efficient enough to com-
pute on-the-fly, and 2) consistent with the underlying repre-
sentation compared with the rendering from the raw mesh.

2https://github.com/facebookresearch/dinov2
3https://github.com/mlfoundations/open_clip

https://github.com/facebookresearch/dinov2
https://github.com/mlfoundations/open_clip
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Figure 11. Ablation study on PrimX to mesh algorithm (Alg. 2). Please check Sec. A.2.9 for more details of our experimental setup.

Input Image w/ Refinement by Differentiable Rendering w/o Refinement by Differentiable Rendering

Figure 12. The capability of PrimX to learn from 2D data. Thanks to being differentiable renderable, PrimX can also learn from 2D
images to further refine the results. This also implies its great potential to train on heterogeneous data from both 2D and 3D collections.

Text Captions. We use 200,000 samples from Objaverse
to generate text captions. For each object, six different
views are rendered against a white background. We then
use GPT-4V to generate keywords based on these images,
focusing on aspects such as geometry, texture, and style.
While we pre-define certain keywords for each aspect, the
model is also encouraged to generate more context-specific
keywords. Once the keywords are obtained, GPT-4 is em-
ployed to summarize them into a single sentence, begin-
ning with ’A 3D model of...’. These text captions are sub-

sequently prepared as input conditions.

A.3.3. Model Details

Architecture. We train the latent primitive diffusion
model gΦ using a Transformer-based architecture [19] for
scalability. Our final model (Eq. 11 in the main paper)
is built with 28 layers with 16-head attentions and 1152
hidden dimensions, leading to a total number of ∼1B pa-
rameters. Moreover, we employ the pre-normalization
scheme [31] for training stability. For noise scheduling, we



Algorithm 1: Computing PrimX from a Textured Mesh (GLB format)

Input : GLB mesh FS , number of primitives N , voxel resolution a, number of candidates N̂
▷ Initialization
FS ← (F SDF

S ⊕ FRGB
S ⊕ FMat

S ) ▷ parse volumetric sampling functions{
t̂k
}
k∈[N̂ ]

← uniform random sampling of ∂S
{tk}k∈[N ] ← farthest point sampling of

{
t̂k
}
k∈[N̂ ]

for i← 1 to N do
si ← L2 distance to its nearest neighbors in {tk}k∈[N ]

XSDF
i ← F SDF

S (ti + siI) ▷ I is the local voxel grid
tuvi ← UV and barycentric coordinates of the nearest face for (ti + siI)
XRGB

i ← FRGB
S (tuvi )

XMat
i ← FMat

S (tuvi )
Xi ← (XSDF

i ⊕XRGB
i ⊕XMat

i ) ▷ ⊕ denotes concatenation
Vi ← {ti, si,Xi}

V ← {Vk}k∈[N ]

▷ Rapid Finetuning
while not converged do
{xi}i∈[B] ← random sampling of U(∂S, δ) with a batch size of B
Take a gradient descent step with∇VL(x;V) ▷ Eq. 9 in the main paper

Output: V

Algorithm 2: Extracting a Textured Mesh (GLB format) from PrimX
Input : PrimX V = {tk, sk,Xk}k∈[N ], Marching Cubes resolution A, chunk size B{
F SDF
V , FRGB

V , FMat
V

}
← FV

▷ Shape Extraction
{xi}i∈[A3] ← Initialize a unit cube with a resolution of A×A×A

for i← 1 to A3 do
if mink ||xi − {tk}k∈[N ] ||2 > sk then

F SDF
S (xi)← mink ||xi − {tk}k∈[N ] ||2 · sign(XSDF

k ) ▷ No query of PrimX

else
F SDF
S (xi)← F SDF

V (xi) ▷ Run in parallel with a chunk size B in practice

{V,F} ←Marching Cubes on the zero level set of
{
F SDF
S (xi)

}
i∈[A3]

▷ Texture and Material Extraction
Empty texture maps (FRGB

S , FMat
S ) and UV Mapping← UV unwrapping on {V,F}

{xuv
i } ← Get validate sampling points in 3D with a rasterizer

FRGB
S (xuv

i )← FRGB
V (xuv

i )
FMat
S (xuv

i )← FMat
V (xuv

i )
(FRGB

S , FMat
S )← inpainting with nearest neighbors based on UV mapping adjacency

S ←
{
V,F, FRGB

S , FMat
S ,UV Mapping

}
▷ Packed in GLB format

Output: S

use discrete 1,000 noise steps with a cosine scheduler dur-
ing training. We opt for “v-prediction” [23] with Classifier-
Free Guidance (CFG) [8] as the training objective for better
conditional generation quality and faster convergence.

Channel-wise Normalization. Most importantly, given
the distribution gap between the 3D coordinate t and the la-
tent E(X), one may carefully deal with the normalization
of the input data to the diffusion model. Recall our diffusion
target is a hybrid tensor V = {t, s, E(X)}, where E(X)
is the 3D latent in the KL-regularized VAE that is close to



a Gaussian distribution. However, the 3D coordinate t is
not normally distributed in the 3D space. This inter-channel
distribution gap within the diffusion target will lead to sub-
optimal convergence if the data is globally normalized by a
scalar (which is the common practice in 2D diffusion mod-
els4). Intuitively, our latent primitive diffusion model aims
to solve a hybrid problem of point diffusion [17] and la-
tent diffusion [22] simultaneously. To bridge this gap, we
propose to normalize the input data in a channel-wise man-
ner. Specifically, we trace channel-wise statistics (mean
and standard deviation) over 50k random samples from the
dataset. During the training phase, we keep them as con-
stant normalizing factors and apply them to the input of the
latent primitive diffusion model.

Training. We train gΦ with a batch size of 1024 using an
AdamW [16] optimizer. The learning rate is set to 1×10−4

with a cosine learning rate warmup for 3k iterations. The
probability of condition dropout for CFG is set to p0 = 0.1.
During training, we apply EMA (Exponential Moving Aver-
age) on the model’s weight with a decay of 0.9999 for better
training stability. The image-conditioned model is trained
on 16 nodes of 8 A100 GPUs for 350k iterations, which
takes around 14 days to converge. The text-conditioned
model is trained on 16 nodes of 8 A100 GPUs for 200k
iterations, which takes around 5 days to converge.

VAE. The 3D VAE for patch-wise primitive compression
is built with 3D convolutional layers. We train the VAE
on a subset of the entire dataset with 98k samples, finding
it generalizes well on unseen data. The training takes 60k
iterations with a batch size of 256 using an Adam [13] opti-
mizer with a learning rate of 1× 10−4. Note that, this batch
size indicates the total number of PrimX samples per itera-
tion. As our VAE operates on each primitive independently,
the actual batch size would be N × 256. We set the weight
for KL regularization to λkl = 5 × 10−4. The training is
distributed on 8 nodes of 8 A100 GPUs, which takes about
18 hours.

Inference. By default, we evaluate our model with a 25-
step DDIM [25] sampler and CFG scale at 6. We find the
optimal range of the DDIM sampling steps is 25 ∼ 100
while the CFG scale is 4 ∼ 10. The inference can be ef-
ficiently done on a single A100 GPU within 5 seconds.

A.3.4. Reversible Conversion between PrimX and Mesh
Mesh to PrimX. As introduced in the main paper
(Sec. 3.1.2), we leverage a two-stage strategy to compute
PrimX from a textured mesh. Given a textured mesh FS
that contains the shape, albedo, and material information,

4https : / / github . com / huggingface / diffusers /
issues/437

we convert it into PrimX with N primitives via a good ini-
tialization followed by a rapid finetuning. Here, we intro-
duce more details of this procedure in Algorithm 1. Our
implementation to instantiate the volumetric sampling func-
tion of SDF that works for non-watertight mesh is derived
from cuBVH5.

PrimX to Mesh. As introduced in the main paper
(Sec. 3.1.1), PrimX can be inversely converted back to a
textured mesh in GLB format with minimal loss of infor-
mation. The key is to utilize a high-resolution UV space for
texturing instead of vertex coloring. We specify the details
of this procedure in Algorithm 2, where we use xatlas6 for
UV unwrapping, nvdiffrast7 for mesh-based rasterizer, and
mcubes8 for Marching Cubes [15].
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