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In this supplementary material, we first discuss the dif-
ferences between our approach and CLIP directional sim-
ilarity (Sec. A). Next, we provide additional implementa-
tion details in Sec. B. We then compare the performance
of edit instruction refinement between our approach and
vision-language models in Sec. D. Following that, we high-
light the limitations of CLIP/DINO metrics in Sec. C. Fi-
nally, we present additional editing results, refined editing
instructions, and further failure cases in Sec. E.

A. CLIP Directional Similarity Comparison
One key difference between our I-CLIP and the CLIP di-
rectional similarity [2] used in InstructPix2Pix [1] is that
I-CLIP leverages edit instructions rather than individual im-
age prompts, which require two prompts per image pair.
This makes I-CLIP readily applicable across instruction-
guided image-editing datasets, even when image prompts
are unavailable. Furthermore, individual prompts can often
be lengthy and verbose, while edit instructions are typically
more concise, reducing irrelevant information in the corre-
sponding text embeddings.

For example, consider a prompt pair from the IP2P
dataset: “Infinity walk by Marcelo Archila - Black &
White Landscapes (contrast, monochrome, hdr, black and
white, fine art, long exposure)” and “Infinity walk by
Marcelo Archila - Black & White Landscapes (contrast,
monochrome, hdr, black and white, commercial).” At first
glance, it may be challenging to infer the edit instruction,
which in this case is simply: “make it commercial.”

B. Implementation and Dataset Refinement
LD-DINOv2 is initialized from a ViT-L/14 DINOv2
model [9]. To accommodate Stable Diffusion (SD)
VAE [12] encoded images, the patch embedding projection
layer is replaced. Additionally, the timestep embedding pro-
jection module is initialized to handle timestep inputs fol-
lowing the SD timestep encoding implementation.

The model is trained on the InstructPix2Pix (IP2P) [1]
dataset, with all images resized to 256 × 256. Training is
conducted with a learning rate of 10−5, a batch size of 32,
and a total of 100K training steps.

During the first 10K steps, the timesteps are fixed to
0. This ensures that latent image inputs are not noisified,
which allows the patch embedding projection layer to learn
to encode latent images effectively. Then, the upper bound
of the timestep is linearly increased in proportion to the
training step number, reaching the maximum value of 1000
at the 90K th step. During this period, the timestep value is
uniformly sampled between 0 and the current upper bound
for each training step. This gradual increase in the timestep
value sampling range helps preserve the knowledge learned
by the patch embedding projection layer while simultane-
ously adapting the timestep embedding projection module.

Table 4. Metrics (CLIP-I/DINO-I if GT exists) for Fig. 5 outputs,
with best bolded and shown.
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Figure 8. Top: VLM outputs with respect to prompt “Provide the edit instruction that can transform the source image to the target image
in one phrase:” and image pairs in Fig. 2. Bottom: VLM outputs with respect to prompt “Describe the image in one phrase:” and the input
(leftmost) image in the last row.

Figure 9. Multi-turn edit comparison with InstructPix2Pix
(IP2P) [1]. Note how IP2P (top row) gradually diverges from the
desired result more and more, unlike our approach (bottom row)
which produces results more consistent with the original.

For the last 10K steps, timesteps are randomly sampled
across the entire range. This strategy ensures that the model
learns to handle the full distribution of timestep values.

Instruct-CLIP (I-CLIP in short) is initialized from a ViT-
L/14 CLIP model [11]. We freeze the text decoder, the
aforementioned LD-DINOv2, and finetune the CLIP image
encoder. The instruction decoder follows the architecture
of DeCap [6] with a pre-trained GPT-2 backbone [10] and
is trained along with the image encoder on the IP2P dataset
with a learning rate of 10−5, a batch size of 32, and a total
of 100K training steps.

The advantage of training LD-DINOv2 ahead of time is

that we can sample timesteps randomly within its maximum
possible range without repeating the above training proce-
dure, as LD-DINOv2 has already learned to “ignore” the
noise added to the latent image.

After training, we refine the IP2P dataset. For each data
sample (Io, Ie, p) and its corresponding refined instruction
p′, we update the sample if the I-CLIP cosine similarity be-
tween the visual changes in the original/edited image and
the refined instruction differs significantly from that with
the original instruction:

sim
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Lo = VAEenc(I
o),

Le = VAEenc(I
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(2)

and φ = 0.1 is the margin. This results in over 120K new
instructions out of 313,010 samples in the IP2P dataset. We
retain the original instructions for the remaining samples.

The image editing model is initialized from the IP2P
model [1], where the UNet [13] is fine-tuned using Low-
Rank Adaptation (LoRA) [3] with parameters r = α = 32
on the newly generated samples. The training is performed
with a learning rate of 10−4, a batch size of 64, and a total



of 10K training steps. The rest of the training configuration
follows the original IP2P work.

C. Limitation of CLIP/DINO Metrics
There are several reasons for the gap between our qualita-
tive and quantitative results, which we include for complete-
ness. First, while these metrics are widely used, they have
well-documented limitations and do not align with human
judgment, as highlighted by VIEScore [4]. Specifically,
Yuksekgonul et al. [14] show that CLIP’s Bag-of-Words be-
havior is insensitive to word order, leading to weak correla-
tions with human evaluations.

This issue is also evident in Table 4; despite the superior
qualitative performance of our results in Fig. 5, our metrics
are usually lower than the baselines. Additionally, the re-
sults presented in Table 1 (MagBr data) are computed on
the MagBr test set, which has a distribution similar to their
training set, giving MagBr an inherent advantage.

D. Comparison with Vision Language Models
To compare our method with vision-language models
(VLMs) in terms of edit instruction refinement, we evalu-
ate LLaVA [7] and LLaVA-Next [8], two widely used open-
source VLMs, as shown in Fig. 8 (top). Both VLMs fail to
generate effective edit instructions compared to our method.

In Fig. 8 (bottom), we use these VLMs to generate a cap-
tion for the input image (last row), which serves as the input
prompt for editing methods that require separate prompts
for the input and target images. While the caption accu-
rately describes the image, it fails to capture its watercolor
style—a crucial detail needed for the intended style editing
in this sample pair. Consequently, users still need to man-
ually refine the input prompt and compose the target image
prompt, which is significantly more cumbersome than using
a single edit instruction.

E. Additional Results
We include the multi-turn edit example (Fig. 9) mentioned
in the paper. Additionally, we provide more instruction-
guided image editing results in Figs. 10 and 11, as well
as samples from our dataset with refined instructions in
Figs. 12 and 13. Lastly, we present additional failure cases
in Fig. 14.
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Original IP2P I-CLIP (Ours) Original IP2P I-CLIP (Ours)

“Remove airplane” “Change the tractor to a bus”

“Change color of suitcase to orange” “Change the snow into grasses”

“Make gray sofa into floral print” “Change the donuts to a sandwich”

“Add ketchups” “What if the baseball bat was made of wood?”

“Add a tourist bus” “Change background color to a bright neon color”

“Change it to mars” “Change the color of the astronuts to yellow”

“Change the color of train to red” “Remove the arch”

“Make the sun have a smiley face” “Change the orange to apple”

Figure 10. Additional results from our Instruct-CLIP image editing method on benchmarks [5, 15–17] (Part 1/2)



Original IP2P I-CLIP (Ours) Original IP2P I-CLIP (Ours)

“Make the train into cartoon style” “Change the painting into the starry night”

“Change the plant color to blue” “Add a water bottle”

“Change the panda to king kong” “Add a panda”

“Make it a lemonade” “Make it a heart-shaped light”

“Add fishing poles” “What if the woman had a cowboy hat”

“Add a lighthouse” “Replace the notebook with a binder”

“Change his outfit into a tuxedo” “Make a fireball”

“Turn the birthday cake to oreo cake” “Turn the man red”

Figure 11. Additional results from our Instruct-CLIP image editing method on benchmarks [5, 15–17] (Part 2/2)



Original Edited Original Edited Original Edited Original Edited

ORIGINAL: “have it be christmas” (0.164)
REFINED: “make it a winter cottage” (0.317)

ORIGINAL: “turn into a modern castle” (0.123)
REFINED: “make it a modern architecture” (0.224)

ORIGINAL: “make it a nightmare” (0.184)
REFINED: “make it a moonlit night” (0.300)

ORIGINAL: “make them look like alien homes” (0.113)
REFINED: “make it a starry night sky” (0.329)

ORIGINAL: “it’s in the style of edward gorey” (0.106)
REFINED: “as a pencil drawing” (0.291)

ORIGINAL: “make it a photo of a man” (0.071)
REFINED: “on a beach” (0.248)

ORIGINAL: “make the sky orange” (0.200)
REFINED: “make it a fiery sunset” (0.351)

ORIGINAL: “make it a painting by a famous artist”
(0.152)
REFINED: “make it a painting by van gogh” (0.359)

ORIGINAL: “make it a high school” (0.099)
REFINED: “make it look like a children’s book” (0.335)

ORIGINAL: “make it less pink” (0.037)
REFINED: “make the picture into a blue” (0.157)

ORIGINAL: “add a large fireball” (0.187)
REFINED: “replace the snow with fire” (0.320)

ORIGINAL: “make her look like a bird” (0.127)
REFINED: “make it a magazine cover” (0.321)

ORIGINAL: “turn it into a christmas tree” (0.184)
REFINED: “add a lightbulb to the tree” (0.335)

ORIGINAL: “make the birds ravens” (0.127)
REFINED: “make the tree blue” (0.321)

ORIGINAL: “make it a snowstorm” (0.248)
REFINED: “make it foggy” (0.379)

ORIGINAL: “have her wear a cowboy hat” (0.178)
REFINED: “make the wearing glasses” (0.279)

ORIGINAL: “have the tunnels be made of candy” (0.124)
REFINED: “make the tree red instead” (0.253)

ORIGINAL: “make it a beach” (0.132)
REFINED: “make it a sunset in the desert” (0.326)

ORIGINAL: “swap the church with a castle” (0.216)
REFINED: “turn the bridge into a castle” (0.318)

ORIGINAL: “replace the library with a bank” (0.101)
REFINED: “as a pen and ink drawing” (0.261)

ORIGINAL: “change her to a cat” (0.097)
REFINED: “make the drawing into a cartoon” (0.251)

ORIGINAL: “turn into drawing by bill watterson” (0.072)
REFINED: “make it a pencil sketch” (0.284)

ORIGINAL: “make him wear an overcoat” (0.201)
REFINED: “make the suit blue” (0.340)

ORIGINAL: “turn into a cat” (0.021)
REFINED: “as a vintage film photograph” (0.270)

ORIGINAL: “make it an image from a disney movie”
(0.039)
REFINED: “to be a drawing” (0.340)

ORIGINAL: “make her a shark” (0.164)
REFINED: “give a sword in her hand” (0.289)

ORIGINAL: “make the sky black” (0.240)
REFINED: “make the dress black” (0.353)

ORIGINAL: “make the tree violet” (0.218)
REFINED: “the trail is purple” (0.394)

ORIGINAL: “make him a vampire” (0.054)
REFINED: “make the photo black and white” (0.332)

ORIGINAL: “have the railing have a gold color” (0.271)
REFINED: “give the lake a golden glow” (0.388)

ORIGINAL: “add a head of bull” (-0.024)
REFINED: “make the beach into a desert” (0.296)

ORIGINAL: “make it a christmas village” (0.090)
REFINED: “make the fog red” (0.277)

Figure 12. Additional refined instruction from our dataset (Part 1/2)



Original Edited Original Edited Original Edited Original Edited

ORIGINAL: “change to a different ocean” (0.020)
REFINED: “make her a brunette” (0.257)

ORIGINAL: “make it a desert instead” (0.033)
REFINED: “the trees are made of gold” (0.368)

ORIGINAL: “turn into a photo” (0.133)
REFINED: “as a black and white photograph” (0.297)

ORIGINAL: “have the background be deep blue” (0.227)
REFINED: “make the flowers blue” (0.363)

ORIGINAL: “make it snow” (0.055)
REFINED: “have the sky blue” (0.288)

ORIGINAL: “turn into a painting” (0.006)
REFINED: “make it at night” (0.296)

ORIGINAL: “convert into an anime” (0.086)
REFINED: “replace the cafe with a eiffel tower” (0.246)

ORIGINAL: “turn into a sakura tree” (0.203)
REFINED: “have her in a field of flowers” (0.319)

ORIGINAL: “make the king a child” (0.061)
REFINED: “move it to a modern city” (0.199)

ORIGINAL: “make it a mango” (0.060)
REFINED: “make it a drawing instead” (0.256)

ORIGINAL: “change the lake to a river” (0.080)
REFINED: “make it a tropical rainforest” (0.340)

ORIGINAL: “move to phoenix” (0.137)
REFINED: “ make it a modern apartment” (0.271)

ORIGINAL: “make the picture more gritty” (0.091)
REFINED: “in a snow storm” (0.282)

ORIGINAL: “make it contemporary photograph” (0.186)
REFINED: “make it black and white photograph” (0.295)

ORIGINAL: “add a dinosaur” (0.128)
REFINED: “have a flock of birds flying overhead” (0.321)

ORIGINAL: “turn into a painting” (0.094)
REFINED: “make the portrait of evil wizard” (0.270)

ORIGINAL: “have it be in a zoo” (0.166)
REFINED: “make it a tropical jungle” (0.306)

ORIGINAL: “put the book on fire” (0.137)
REFINED: “have a golden background” (0.366)

ORIGINAL: “add a castle in the background” (0.122)
REFINED: “make the barn into a castle” (0.248)

ORIGINAL: “i don’t like the hall” (0.066)
REFINED: “have him in a meadow” (0.335)

ORIGINAL: “make it grey” (0.180)
REFINED: “make it a gloomy rainy” (0.281)

ORIGINAL: “make it a vintage photograph” (0.128)
REFINED: “make it look like a ukiyo - e painting” (0.308)

ORIGINAL: “make her a zombie” (0.185)
REFINED: “make her a blue alien” (0.326)

ORIGINAL: “add a dragon” (0.191)
REFINED: “add a dragon flying above the lake” (0.303)

ORIGINAL: “add an angel” (0.082)
REFINED: “put in the grand canyon” (0.279)

ORIGINAL: “take away the watercolor” (0.134)
REFINED: “draw as a pencil drawing” (0.275)

ORIGINAL: “add a rainbow” (0.201)
REFINED: “make milky way look like rainbow” (0.385)

ORIGINAL: “it is a clawn suit” (0.230)
REFINED: “make the suit orange” (0.338)

ORIGINAL: “make the junk ship a small plane” (0.152)
REFINED: “ make it in a japanese garden” (0.264)

ORIGINAL: “have the mountain be made of gold” (0.140)
REFINED: “make it a summer mountain” (0.271)

ORIGINAL: “the furrow is made of glass” (0.162)
REFINED: “as a stained glass window” (0.367)

ORIGINAL: “make him a hipster” (0.154)
REFINED: “make the woman have a beard” (0.268)

Figure 13. Additional refined instruction from our dataset (Part 2/2)
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“Put a python on the girl” “Swap the raspberries into strawberries”

“Remove the tie” “Wear the man a pair of sunglasses”

“Make the dog a golden statue” “Change the statue to jesus status”

“Remove the potted plant with green flower pots” “Turn the football to basketball”

“Make the yellow umbrella red” “Put a garlic bread on the plate”

“Remove the eagel” “Delete the table”

“Gid rid of his black hat” “Remove the ball”

Figure 14. Additional failure cases from our Instruct-CLIP image editing method on benchmarks [5, 15–17])
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