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LiveCC: Learning Video LLM with Streaming Speech Transcription
at Scale

Supplementary Material

1. LiveCC-7B Demo001

This section showcases four demo videos1 to002
demonstrate the capability of our LiveCC-7B to003
provide real-time commentary in real-world videos004
across different domains, including sports (foot-005
ball), science (astronomy), news (weather fore-006
cast), and instructional (computer repair) videos.007
As illustrated in Figure 3-6, in the first demo, our008
LiveCC-7B model correctly recognizes all exact009
penalty timings, highlighting its strong temporal010
perception abilities. By leveraging the extensive011
world knowledge gained from watching millions012
of YouTube videos, our model accurately reports013
the name of the related player. The second demo014
showcases the model’s ability to comment beyond015
sports by precisely presenting astronomy knowl-016
edge and demonstrating good OCR capability to017
read large numbers. The third demo further reveals018
its fine-grained temporal understanding capability,019
as evidenced by its real-time commentary on subtle020
changes in weather maps. The final demo demon-021
strates that our model is also capable of generating022
a tutorial to guide users, revealing its potential to023
serve as a real-time assistant.024

2. Implemetation Details025

2.1. Prompt Template026

In this section, we introduce the prompts used dur-027
ing the pre-training, instruction-tuning, and infer-028
ence stages. As illustrated in Figure 1(a) and (b),029
the previously transcribed ASR texts are provided030
as context for the CM task if they are available.031
Otherwise, we provide the video title as the context.032
During loss calculation, these context tokens are033
masked. For the training sequence, we first append034
visual tokens for every two frames, followed by the035
timestamp-aligned transcriptions. For the QA task036

1The audio in the demo videos are implemented by
ChatTTS [1].

illustrated in Figure 1(c), we follow the format of 037
LLaVA-Video [11] to present the visual tokens of 038
all frames at one time, followed by questions and 039
answers. As for inference, we follow the SFT CM 040
format and remove the commentary tokens, leaving 041
the model to generate them in a real-time manner. 042
For QA tasks, we follow the SFT QA format but 043
remove the answer tokens, which are generated by 044
the model. 045

2.2. Win Rate Computation on Sports-3K 046

In this section, we present the detailed process 047
for computing the win rate on Sports-3K-CC. To 048
start, we categorize the models into two groups 049
based on their inference schemes: (i) Clip-wise 050
caption models, including GPT-4o [4], Gemini- 051
1.5-Pro [2], VideoLLaMA2 [3], LongVA-7B [10], 052
IXC-2.5-7B [9], LLaVA-OV-7/72B [5], LLaVA- 053
Video-7/72B [12], Qwen2VL-7/72B-Instruct [7], 054
Oryx-7B [6]. (ii) Frame-wise streaming model, 055
i.e., our proposed LiveCC-7B. 056

For clip-wise caption models, we directly input 057
the overall event clips, perform a one-time infer- 058
ence, and use the generated response as the com- 059
mentary. To ensure stylistic consistency and fair 060
evaluation, the same context as that shown in Fig- 061
ure 1 is applied across all models. Given that 062
LLaVA-Video-72B [12] is the open-source state- 063
of-the-art model on multiple QA benchmarks, its 064
commentary serves as the baseline for comparison 065
with other models. For our LiveCC-7B, we adopt 066
streaming inference, where commentary is gener- 067
ated frame by frame. The model leverages both the 068
context and the previously generated content as his- 069
torical input for future token generation. The gener- 070
ated tokens are then concatenated to form the com- 071
plete commentary, which is subsequently evaluated 072
for quality. 073

For evaluation, we prompt GPT-4o-mini [4] to 074
assess whether a given commentary surpasses that 075
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(b)	SFT	CM

<|im_start|>system	

You	are	a	helpful	assistant.<|im_end|>	

<|im_start|>user	

0.0-3.0s	

[VISUAL	TOKENS	of	6	frames]		

[PROMPT]	

[PREV.	ASR]	(if	exists)<|im_end|>	

<|im_start|>assistant	

[WORDS]	&<|im_end|>	

<|im_start|>user	

3.0-4.0s	

[VISUAL	TOKENS	of	2	frames]		

<|im_start|>assistant	

[WORDS]	&<|im_end|>	

<|im_start|>user	

4.0-5.0s	

[VISUAL	TOKENS	of	2	frames]		

...

(a)	Pre-training	CM

<|im_start|>system	

You	are	a	helpful	assistant.<|im_end|>	

<|im_start|>user	

[VISUAL	TOKENS	of	2	frames]		

[VIDEO	TITLE]	(if	PREV.	ASR	not	exists)	

[PREV.	ASR]	(if	exists)<|im_end|>	

<|im_start|>assistant	

[WORDS]	&<|im_end|>	

<|im_start|>user	

[VISUAL	TOKENS	of	2	frames]		

<|im_start|>assistant	

[WORDS]	&<|im_end|>	

<|im_start|>user	

[VISUAL	TOKENS	of	2	frames]		

<|im_start|>assistant	

[WORDS]	&<|im_end|>	

&

(c)	SFT	QA

<|im_start|>system	

You	are	a	helpful	assistant.<|im_end|>	

<|im_start|>user	

[VISUAl	TOKENS	OF	ALL	FRAMES]		

Ques[on:	[QUESTION]	

[OPTIONS]	

Please	select	the	correct	answer.<|im_end|>	

<|im_start|>assistant	

Answer:	[ANSWER]<|im_end|>

Figure 1. The prompts used during the pre-training instruction-tuning (aka. SFT) stages. CM represents commentary,
QA denotes question-answering. For pre-training and instruction-tuning, the previous ASR texts are concatenated to
form the context for the live commentary task if they are available. Otherwise, the context is formed by the video title.
These contexts are masked during loss calculation. Note that QA data is incorporated exclusively during the instruction-
tuning stage. As for inference, we remove the groundtruth in the prompts, i.e., the words followed by a frame or the
answer to a multiple-choice question.

of LLaVA-Video-72B. The evaluation is based on076
two key criteria: (i) Semantic Alignment, i.e., con-077
sider which text conveys the same meaning, de-078
tails, and key points as the groundtruth ASR tran-079
script, with minimal deviation. (ii) Stylistic Con-080
sistency, i.e., assesses which text maintains a tone,081
word choice, and structure similar to the ground-082
truth transcript. The overall prompt is written as:083

084

You will review two generated texts (Text
A and Text B) and compare them to a
ground-truth ASR transcript. Your
task is to select the generated text
that best aligns with the
ground-truth transcript in terms of
both semantic accuracy and stylistic
consistency. Specifically:

↪→

↪→

↪→

↪→

↪→

↪→

↪→

1. Semantic Alignment: Consider which
text conveys the same meaning,
details, and key points as the
ground-truth ASR transcript, with
minimal deviation.

↪→

↪→

↪→

↪→

2. Stylistic Consistency: Assess which
text maintains a tone, word choice,
and structure similar to the
ground-truth transcript.

↪→

↪→

↪→

Based on these criteria, choose the
generated text that better aligns
with the ground-truth ASR transcript
overall. Your response should only
contain a letter in [A, B] that
indicates your choice.'

↪→

↪→

↪→

↪→

↪→

Ground-truth ASR transcript: [GT ASR]

Text A: [LLAVA-VIDEO-72B TEXT]

Text B: [MODEL TEXT]

The final win rate is calculated as the proportion of 085
instances where GPT-4o-mini selects the model’s 086
response over the baseline. 087

2.3. Response Parsing in QA evaluation 088

As described in the Section “Experiments”, we 089
follow the approach outlined in LMMs-eval [8] 090
to parse the LLM’s response into a concrete op- 091
tion during QA evaluation. Our parsing rules are 092
straightforward: (i) If the response is an isolated 093
letter indicating the option, it is directly accepted as 094
the answer. (ii) If the response does not explicitly 095
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1 def parse_pred(pred, options, GPT):
2 pred = pred.strip()
3 if pred.startswith('A.') or pred.startswith('A ') or pred == "A":
4 return 'A'
5 if pred.startswith('B.') or pred.startswith('B ') or pred == "B":
6 return 'B'
7 if pred.startswith('C.') or pred.startswith('C ') or pred == "C":
8 return 'C'
9 if pred.startswith('D.') or pred.startswith('D ') or pred == "D":

10 return 'D'
11

12 prompt = (
13 'You will be given four options [A,B,C,D] and a sentence describing a

choice of in these options. '↪→

14 'Please respond with an upper-case letter indicating the option
selected by the sentence. '↪→

15 'If there are no options match, respond with an upper-case \'E\'.\n'
16 '{options[A]}\n'
17 '{options[B]}\n'
18 '{options[C]}\n'
19 '{options[D]}\n'
20 'Sentence: {pred}\n'
21 'Do not respond with any additional text.'
22 )
23

24 return GPT(prompt)

Listing 1. The pseudo-code for response parsing in QA evaluation. “pred” denotes the model‘s prediction.

indicate a choice, we use GPT-4o-mini to map the096
response to the semantically aligned option. The097
pseudo-code and detailed prompts are provided in098
Listing 1. From our observations, only Gemini-1.5-099
pro [2] requires GPT-based parsing, as other mod-100
els consistently return their choices directly.101

3. Additional Experiments102

3.1. Response Latency103

To highlight the efficiency of our streaming model,104
we present the response latency of LLaVA-Video-105
7B/72B alongside our model in Table 1. Response106
latency is defined as the time a user waits to see the107
model’s output, a critical factor affecting user expe-108
rience. Since the LLaVA-Video series are trained109
in a captioning style, requiring a full clip as in-110
put rather than a single frame, their response la-111

Model Latency Input Inf. Type

LLaVA-Video-72B [12] 20.51s Clip Captioning
LLaVA-Video-7B [12] 5.62s Clip Captioning
LiveCC-7B 0.36s Frame Streaming

Table 1. The response latency comparison between
LLaVA-Video-7/72B and our LiveCC-7B. Inf. is short
for Inference.

tency is significantly higher than that of our model. 112
Notably, LiveCC not only achieves lower latency 113
but also delivers high-quality commentary, This 114
promising result further reinforces the effectiveness 115
of our proposed dense interleave training paradigm. 116

3



CVPR
#6318

CVPR
#6318

CVPR 2025 Submission #6318. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

1973 AAU Indoor Track & Field Championships - Marty Liquori in the Men's Mile

Begin: 

66.653s

End: 

87.395s

But it's Reggie McAfee leading, easily nice, light, compact sort of runner from Howell-Michael, 

who's a very hard man to beat, now in the US Marine Corps at QuanLco. There's MarLn Licori 

in third place. Happy, I think, to feel that he's back at the top of the world rankings.
Groundtruth ASR

And it's McAfee who leads the ûeld through the ûrst lap. He's a very strong runner, but he's 

not a great tacLcian. He's not going to be able to hold this pace for long. And in second place, 

it's Howell-Michael. And in third, it's Licori. And in fourth, it's Shorikofsky.

The race is underway, and the runners are jockeying for posiLon. Licori is right behind McAfee 

and Howell-Michael, looking strong and focused. Shorikofsky is struggling a bit at the back, 

trying to ûnd his way through the pack. The crowd is on their feet, cheering on the athletes as 

they round the ûrst lap. Licori's form is impeccable, and he looks like he's conserving his 

energy for a ûnal sprint. McAfee is seSng a fast pace, but Licori seems comfortable in third 

place. The tension is building as we approach the halfway mark of the race.

LLaVA-Video-72B

Knowledge: correct

Tone: third person

Speak Pace: too fast

LiveComment-7B

Knowledge: correct

Tone: ûrst person

Speak Pace: human alike

Figure 2. The comparison between the commentary gen-
erated by LLaVA-Video-72B and our LiveCommnet-7B.

3.2. Commentary Quality117

We analyzed the quality of the generated content,118
as shown in Figure 2. Benefiting from training on119
millions of ASR-transcribed videos, our model pro-120
duces commentary that is more aligned with human121
preferences in terms of tone and speaking pace,122
while maintaining accurate event understanding. In123
contrast, the LLaVA-Video-72B, although capable124
of correctly describing the event, falls short in em-125
ulating human-like commentary.126
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(a) Video Time: 8.6s

(b) Video Time: 30.3s

(c) Video Time: 51.2s

(d) Video Time: 77.2s

Figure 3. Real-time video commentary demo on unseen YouTube video (MCWJNOfJoSM). The original YouTube title is “Argentina v France: Full Penalty Shoot-out —
2022 FIFAWorldCup Final”. We only give a part of YouTube title “Full Penalty Shoot-out — 2022 FIFAWorldCup Final” as prompt to avoid information leakage.
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(a) Video Time: 2.6s

(b) Video Time: 13.3s

(c) Video Time: 31.6s

(d) Video Time: 45.0s

Figure 4. Real-time video commentary demo on unseen YouTube video (lcZTcfdZ3Ow). We give the YouTube title “The Planets In Our Solar System” as prompt.
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(a) Video Time: 4.3s

(b) Video Time: 24.8s

(c) Video Time: 43.8s

(d) Video Time: 59.8s

Figure 5. Real-time video commentary demo on unseen YouTube video (8XajZdrCDsk). The original YouTube title is “21/11/24 - Wintry weather perservering - Evening
Weather Forecast UK – Met Office Weather”. We only give “21/11/24 - Wintry weather perservering” as prompt to avoid information leakage.
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(a) Video Time: 4.6s

(b) Video Time: 15.6s

(c) Video Time: 44.0s

(d) Video Time: 72.8s

Figure 6. Real-time video commentary demo on unseen YouTube video (115amzVdV44). We give the YouTube title “How To Fix a Water Damaged Laptop” as the
prompt.
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