
SnapGen: Taming High-Resolution Text-to-Image Models for Mobile Devices
with Efficient Architectures and Training

Supplementary Material

A. Author Contribution Statement
• Jierun Chen developed the efficient UNet and AE

decoder, enabling 1K resolution image generation on
mobile devices for the first time. On ImageNet class-
conditional generation, the UNet achieves an FID score
on par with the recent SiT-X model while reducing
parameters by 45% and compute resources by 68%.
The tiny decoder is 36× smaller and 54× faster than
conventional decoders (e.g., those from SDXL and SD3)
for high-resolution mobile generation. He also initiated
the early T2I diffusion training and contributed to the
on-device deployment.

• Dongting Hu designed and implemented the training
pipeline, integrating various text encoders and incorpo-
rating a flow-matching objective to enable knowledge
distillation from scalable DiT-based models (SD3.5). He
prepared high-quality training data and trained the T2I
base model, achieving an initial GenEval score of 0.61.
He also built the distillation pipeline and contributed to
multi-level knowledge distillation, significantly enhanc-
ing the model’s GenEval score to 0.66 and improving
generation quality based on human evaluations. His work
on step distillation further enabled efficient high-quality
generation, achieving a GenEval score of 0.63 with 8-step
generation and 0.61 with 4-step generation. Additionally,
he managed latent decoder training, ensuring close
reconstruction quality to SD3 decoder, and facilitated on-
device deployment. He developed the mobile app using
the Core ML Diffusers framework, which achieved 1K
resolution image generation on-device in approximately
1.4 seconds, as demonstrated in the demo.

• Xijie Huang proposed the multi-level knowledge distil-
lation scheme to improve the generation quality of our
model, achieving comparable performance to the DiT-
based teacher (SD3.5) across various quantitative bench-
marks (e.g., boosting GenEval performance from 0.61 to
0.66) and human evaluation. Specifically, he analyzed the
scale difference between the distillation loss and task loss
across different timesteps and proposed a timestep-aware
scaling operation. He also worked on adversarial step dis-
tillation to enable efficient and effective 4/8-step genera-
tion, leading to optimal latency on mobile devices. He
also conducted evaluations of our model across various
benchmarks including DPG-Bench and ImageReward.

B. Demo on Mobile Devices
We present an on-device demo showcasing the capabili-
ties of our efficient text-to-image model in generating high-
resolution images (1024×1024 pixels) directly on mobile
phones. The application is implemented based on the open-
source Swift Core ML Diffusers framework1. Upon launch-
ing the application, users can input textual prompts and
generate corresponding images by clicking the “Generate”
button. A screenshot of the deployed application is shown
in Fig. 1, and a more detailed demonstration can be found
in the webpage.

Figure 1. Demo on iPhone 16 Pro-Max. We report the forward
time for each 4-step generation, excluding the model loading time.

C. Detailed Results on Benchmarks
We present detailed results for GenEval and DPG-Bench
in Tab. 1 and Tab. 2, respectively. On GenEval, our
model demonstrates exceptional performance in capturing
color and positional attributes, with the counting subcate-
gory showing significant improvement due to our proposed
knowledge distillation (KD) scheme.

1https://github.com/huggingface/swift-coreml-diffusers

https://snap-research.github.io/snapgen


Table 1. Detailed Results of GenEval Bench Comparisons.

Model Param Overall ↑ Single Object Two Objects Counting Colors Position Color Attribution

PixArt-α [4] 0.6B 0.48 0.98 0.50 0.44 0.80 0.08 0.07
PixArt-Σ [5] 0.6B 0.53 0.99 0.65 0.46 0.82 0.12 0.12
SD-1.5 [1] 0.9B 0.43 0.97 0.38 0.38 0.76 0.04 0.06
SD-2.1 [2] 0.9B 0.50 0.98 0.51 0.44 0.85 0.07 0.17
KOALA [15] 1.0B 0.52 0.99 0.65 0.45 0.80 0.10 0.15
MicroDiT [21] 1.2B 0.46 0.97 0.46 0.33 0.78 0.09 0.20
Sana [22] 1.6B 0.66 0.99 0.77 0.62 0.88 0.21 0.47
LUMINA-Next [24] 2.0B 0.46 0.92 0.46 0.48 0.70 0.09 0.13
SDXL [19] 2.6B 0.55 0.98 0.74 0.39 0.85 0.15 0.23
PlayGroundv2 [17] 2.6B 0.59 0.98 0.73 0.67 0.82 0.14 0.22
PlayGroundv2.5 [17] 2.6B 0.56 0.98 0.77 0.52 0.84 0.11 0.17
IF-XL [6] 5.5B 0.61 0.97 0.74 0.66 0.81 0.13 0.35

Ours w/o KD 0.38B 0.61 0.98 0.77 0.43 0.89 0.18 0.38
SnapGen (ours) 0.38B 0.66 1.00 0.84 0.60 0.88 0.18 0.45

Table 2. Detailed Results of DPG-Bench Comparisons.

Model Param Overall ↑ Global Entity Attribute Relation Other

PixArt-α [4] 0.6B 71.1 75.0 79.3 78.6 82.6 77.0
PixArt-Σ [5] 0.6B 80.5 86.9 82.9 88.9 86.6 87.7
SDv1.5 [1] 0.9B 63.2 74.6 74.2 75.4 73.5 67.8
SDv2.1 [2] 0.9B 64.2 72.7 72.8 75.8 82.2 76.5
KOALA [15] 1.0B 74.3 83.9 81.8 81.2 87.0 61.6
MicroDiT [21] 1.2B 75.1 80.2 82.0 80.8 86.0 60.8
Sana [22] 1.6B 84.8 86.0 91.5 88.9 91.9 90.7
LUMINA-Next [24] 2.0B 74.6 82.8 88.7 86.4 80.5 81.8
SDXL [19] 2.6B 74.7 83.3 82.4 80.9 86.8 80.4
PlayGroundv2[17] 2.6B 74.5 83.6 79.9 82.7 80.6 81.2
PlayGroundv2.5[17] 2.6B 75.5 83.1 82.6 81.2 84.1 83.5
IF-XL [6] 5.5B 75.6 77.7 81.2 83.3 81.8 82.9

Ours w/o KD 0.38B 76.3 77.8 83.7 84.3 86.7 77.4
SnapGen (ours) 0.38B 81.1 88.3 85.1 87.0 87.3 87.6

D. Reconstruction by VAE Decoders
We compare reconstruction results between the SD3 VAE
decoder (49.55M parameters) and our tiny decoder (1.38M
parameters) in Fig. 2. Despite being 36× smaller, our tiny
decoder achieves competitively high visual quality across
images with intricate textures, text, and human faces.

E. Mixtures of Text Encoders
We use CLIP-L and CLIP-G for mobile inference given
their small sizes (123M, 302M) and low latency (4ms, 23ms
on iPhone16). For cloud inference, we incorporate Gemma-
2-2b to handle long prompts.

F. Visualization of Few-step Generation
In Fig. 3, we present qualitative comparisons of the 4- and
8-step T2I generation quality of our model, both with and
without step distillation. The results demonstrate that the
4- and 8-step generations, following step distillation, not
only significantly outperform the baseline model but also
deliver quality comparable to the 28-step generation. Re-
markably, the few-step generation captures finer details and
mitigates the over-saturation issue commonly observed in

Ours (PSNR: 27.85)SD3 (PSNR: 27.92)Original Images

Figure 2. Comparisons of Decoder Reconstruction between
SD3 decoder and our tiny decoder. Zoom in for better viewing.

the 28-step generation. Additionally, it exhibits superior
prompt-following fidelity, making it a more efficient and ef-
fective approach for high-quality T2I generation.

G. Additional T2I Comparison and Examples

We present additional qualitative visualizations compar-
ing 1024×1024 generations across various T2I models
in Figs. 4 and 5. Furthermore, we showcase additional T2I
examples generated by our model in Figs. 6 and 7, with
corresponding prompts detailed in Tab. 4. These results
demonstrate the exceptional prompt adherence and realis-
tic generation quality achieved by our model.



H. Ablation Study on Knowledge Distillation
To demonstrate how the proposed knowledge distillation
scheme improves the T2I generation quality of our model,
we provide additional ablation studies into different distil-
lation loss terms and the timestep-aware scaling operations
(t-scaling) in Tab. 3. As listed in the results, distillation at
all levels consistently improves our model in both GenEval
and ImageReward scores.

Table 3. Abalation Study on KD Components.

Ltask Lkd Lfeatkd t-scaling GenEval ↑ ImageReward ↑
✓ 0.61 1.20
✓ ✓ 0.62 1.23
✓ ✓ ✓ 0.64 1.26
✓ ✓ ✓ ✓ 0.66 1.32

I. Large-scale T2I Training Details
Our training is conducted across 8 nodes, each equipped
with 8 NVIDIA A100 80G GPUs, resulting in a total of 64
GPUs. The training batch size per GPU is set to 128 for
5122 resolution, 48 for 10242 without knowledge distilla-
tion, and 32 for 10242 with knowledge distillation. Gradi-
ent checkpointing is employed to accommodate larger batch
sizes. For step distillation, we use Fully Sharded Data Paral-
lel (FSDP) and set gradient accumulation steps to 4, achiev-
ing an effective batch size of 16 per GPU. We optimize the
model using the AdamW optimizer with a weight decay of
0.01 and (β1, β2) = (0.9, 0.999). The learning rate remains
constant during training and is scaled based on the batch
size for the current training stage. For a total batch size of
1024, we use a learning rate of 5 × 10−5. The data collec-
tion and filtering pipeline for the T2I training dataset fol-
lows the approach described by Kag et al. [12]. For uncon-
ditional diffusion guidance [9], we set the outputs of each of
the three text encoders independently to zero with a prob-
ability of 46.4%, such that we roughly train an uncondi-
tional model in 10% of all steps. Additionally, we apply
the Exponential Moving Average (EMA) with a decay rate
of 0.999. We use CLIP-L and CLIP-G for mobile inference
given their small sizes (123M, 302M) and low latency (4ms,
23ms on iPhone16). For cloud inference, we incorporate
Gemma-2-2b to handle long prompts.

J. ImageNet-1K Class-conditional Generation
We provide the experimental settings when examining each
design choice in developing our efficient UNet. We train
and evaluate them on the ImageNet-1K class-conditional
generation task at a resolution of 256 × 256. To incorpo-
rate class conditions, we use a text template of the form “a
photo of <class name>”, which can be seamlessly fused
by the cross-attention layer. As the dataset provides multi-

ple names per class, we select one at random during both
training and inference to enrich text mappings. This text
is encoded by a compact CLIP-ViT/L14 [20] text encoder.
For latent diffusion, we convert input images into latent
using an 8-channel AE. We pre-compute both the image
latent and the text embeddings, which reduces the GPU
memory and non-trivial computation time during training.
We adopt DDPM [10] as our training objective, applying
a linear noise scheduler over 1000 time steps. Models
are trained for 120 epochs (and 1000 epochs for the fi-
nal model) with a batch size of 1024. The AdamW opti-
mizer is used with a learning rate of 3e-4, weight decay
of 0.01, and (β1, β2) = (0.9, 0.99). For inference, we
utilize the Heun [13] discrete scheduler with 30 sampling
steps. We report the lowest FID score for each model vari-
ant, using classifier-free guidance (cfg) [8] within a scale
range of [1.3, 2.0]. For the final model, we implement var-
ied cfg [3, 14] in steps [10, 30] with cfg scaling from 1.1 to
5.4.

K. Evaluation Metrics Details
GenEval [7] is an object-focused evaluation framework for
T2I models based on object detection and color classifica-
tion to verify the fine-grained object properties in the gen-
erated images. Concretely, 6 tasks with different difficulties
are focused in GenEval: single object, two object, counting,
colors, position, and attribute binding. The prompts in the
GenEval benchmark are generated from task-specific tem-
plates filled with randomly sampled object names (from 80
MS COCO [18] class names), colors, numbers, and relative
positions. There are a total of 553 prompts in GenEval and
these prompts are usually concise (less than 20 tokens).
DPG-Bench [11] is a benchmark mainly focused on dense
prompts that describe multiple objects characterized by var-
ious attributes and relationships. The average number of
tokens calculated by the CLIP tokenizer is 83.91, signifi-
cantly longer than previous benchmarks such as 12.65 for
T2I-CompBench and 12.20 for PartiPrompts. There are
a total of 4286 prompts, spanning five categories: entity,
global, attribute, relation, and other. 4 images are generated
for each prompt and mPLUG-large [16] is used as the ad-
judicator to evaluate the generated images according to the
designated questions.
Image Reward [23] is a zero-shot metric to encode the hu-
man preference on the text-to-image results. The model
uses BLIP as the backbone and an MLP to obtain a scalar
for preference comparison. After training on human-
annotated preference data with ratings on alignment, fi-
delity, and harmlessness, the reward model aligns with hu-
man preference. Different from GenEval and DPG-Bench,
we observe that Image Reward prefers images with detailed
textures and backgrounds with rich color patterns.
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Figure 3. Few-step generation qualitative comparison at 10242 resolution. The prompts used in these examples are from PixArt [4].



Ours PixArt-⍺ Lumina-Next SD3-Medium SDXL Playgroundv2 SD3.5-Large
Humanity Resists Alien Invasion … Hyper Realistic, Highly Detailed Graphics, Natural Lighting

… Anubis wearing aviator goggles, white t-shirt and leather jacket. A full moon … at night …

A soft beam of light shines down on an armored granite wombat warrior statue holding a broad sword …

An inflatable rabbit held up in the air by the geyser Old Faithful

… crescent moon … exploding yellow stars … flame-like cypress tree … church spire rises as a beacon …

… 60 year old poor woman from Albania, ultra realistic facial features, … ultra defined nose …

Create a hyperdetailed and highly intricate fantasy concept art featuring a cute and fluffy animal, adorned 
with luminous crystals … the crystals casting a backlit glow that illuminates the detailed matte painting … 

Figure 4. Additional Qualitative Comparison. Our model demonstrates competitive visual quality and superior prompt-following ability.
Input text prompts are shown above each image grid; all images are generated at 10242 resolution. Zoom in for details.



Ours PixArt-⍺ Lumina-Next SD3-Medium SDXL Playgroundv2 SD3.5-Large
A car made out of vegetables.

… an adorable ghost, … , holding a heart shaped pumpkin, … spooky haunted house background

under the sea, with splashes of different colors and the ripples of light on the sandy bottom

a rocky ocean with sunset with surfboards and palm trees and mountains

Happy dreamy owl monster sitting on a tree branch, colorful glittering particles, detailed feathers

A teddy bear wearing a motorcycle helmet and cape … in Rio de Janeiro with Dois Irmãos in the background

a woman with colorful painting of her hair, in the style of realism with fantasy elements,… , realistic 
color palette, intense and dramatic lighting, expressive faces

Figure 5. Additional qualitative comparison at 10242 resolution. Zoom in for details.



Figure 6. Additional T2I example visualization at 10242 resolution of our model. Zoom in for details.



Figure 7. Additional T2I example visualization at 10242 resolution of our model. Zoom in for details.



Table 4. Prompts used for visualization.

Prompt used for Visualization in Fig. 6, (i,j) represents the image in i-th row and j-th column

(1,1) A black bearded dwarf with a big golden ring on his finger is looking seriously into the camera port
(1,2) Moroccan man, portrait, dynamic pose, detailed hair texture, ornate, sharp focus, in the style of National Geographic, photoportrait, Cinematic, ...
(1,3) beauty, short black hair, cinematic, photorealism, intricate ultra detail, high sharpness, 8K cinematic, photography, realistic, ...
(1,4) black African woman warrior character in the style of Avatar and Overwatch searching the path of true, extremely detailed skin, centered portrait, ...

(2,1) Lady in red, anime, cartoon, unreal engin, concept art, full body view, ornate, ultra detail, cinematic, beauty shot.
(2,2) A stylish woman walks down a Tokyo street filled with warm glowing neon and animated city signage. She wears a black leather jacket, a long red dress,
and black boots, and carries a black purse. She wears sunglasses and red lipstick. She walks confidently and casually. The street is damp and reflective, creating a
mirror effect of the colorful lights. Many pedestrians walk about.
(2,3) the mushroom on the head of a cyborg woman, in the style of atmospheric woodland imagery, hyperrealistic atmospheres, ...
(2.4) Close up out of focus blurry photo of a stunning interpretation of the most artistically and aesthetically refined representation of a Mayan tribal female models,
heavy tribal makeup and facial tattoos with lush red lips, large traditional Mayan headdress, looking to the side, butterflies and flowers jungle background, minimal
desaturated color palette, soft vignette, f1.4 110 sec shutter, soft light

(3,1) very realistic, detailed, cat with big hat and white sunglasses, posing, hyperrealistic, atmospheric, in city, street, new york, cinematic, dramatic lighting,
photorealistic, Leica M10R 8k Leica 35mm lens, Tilt Blur, Shutter Speed 1 1000, F 5.6, Super Resolution
(3,2) a close-up of a fire spitting dragon, cinematic shot
(3,3) a tiger wearing a tuxedo
(3,4) Color photo of a corgi made of transparent glass, standing on the riverside in Yosemite National Park.

(4,1) Colorful shining nebulae
(4,2) Pirate ship trapped in a cosmic maelstrom nebula, rendered in cosmic beach whirlpool engine, volumetric lighting, spectacular, ambient lights, light pollution,
cinematic atmosphere, art nouveau style, illustration art artwork by SenseiJaye, intricate detail.
(4,3) A sureal parallel world where mankind avoid extinction by preserving nature, epic trees, water streams, various flowers, intricate details, rich colors, rich
vegetation, cinematic, symmetrical, beautiful lighting, V-Ray render, sun rays, magical lights, photography
(4,4) River of lava flows through a hallway of caves

(5,1) a cat holds a sign saying ”Hello”
(5,2) a portrait photo of a kangaroo wearing an orange hoodie and blue sunglasses standing on the grassin front of the Sydney Opera House holding a sign on the
chest that says Welcome Friends
(5,3) Spectacular Tiny World in the Transparent Jar On the Table, interior of the Great Hall, Elaborate, Carved Architecture, Anatomy, Symetrical, ...
(5,4) tilt shift aerial photo of a cute city made of sushi on a wooden table in the evening.

Prompt used for Visualization in Fig. 7, (i,j) represents the image in i-th row and j-th column

(1,1) aesthetic light colored blue jellyfish with stars
(1,2) realistic photo of a jar of strawberry jam with explosions
(1,3) A gorgeously rendered papercraft world of a coral reef, rife with colorful fish and sea creatures.
(1,4) A watercolor painting of a cherry blossom tree and waterfall

(2,1) call of duty ghosts
(2,2) black and grey, historical viking, Historic, historically accurate, black and grey clothes, with silver jewellery, full body, dark fantasy, hyperdetailed, intricate
details, hyper realistic
(2,3) Create a virtual environment where the world has dissolved into a torrent of rapidly shifting code and floating in this place we see a beautiful female artificial
intelligence whos skin, hair, and body are made out of patterns and sequences intertwining. The very essence of the virtual environment and the constructs within it
are now exposed in this woman, revealing their true nature as complex algorithms and digital architecture. The womans algorithm poses a significant threat to her
control over the virtual world
(2,4) portrait of pretty caucasian blueeyed woman with marked freckles on her cheeks, neon red flowing Hair, long hair with rainbow colors, neon Bright colors
background, face makeup divided into 4 different parts with solid bright colors, colored light wasps fall like sparkles from rain in a romantic and glamorous
atmosphere, the hair with an incredible movement that surrounds the whole scene, hyper realistic photography, 8k, high contrast in detail

(3,1) Pixar animation, little brown and white fluffy soft owl toy, sitting, ultra detailed, sky blue and golden details, 8k bright front lighting, fine luster, ...
(3,2) Crocodile in a sweater
(3,3) A mischievous ferret with a playful grin squeezes itself into a large glass jar, surrounded by colorful candy. The jar sits on a wooden table in a cozy kitchen,
and warm sunlight filters through a nearby window
(3,4) A young badger delicately sniffing a yellow rose, richly textured oil painting.

(4,1) Monster Baba yaga house with in a forest, dark horror style, black and white.
(4,2) Midnight video game street with glitchy effects
(4,3) surreal magical fairy forest, soft brushstrokes, birds, dmt, fish, moss, wildflowers, mushrooms
(4,4) a cyberpunk city far away in a desert

(5,1) pretty river with overhanging vines
(5,2) A floating island with crystal-clear waterfalls and lush vegetation
(5,3) blue water lake reflecting clouds
(5,4) A deep forest clearing with a mirrored pond reflecting a galaxy-filled night sky
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