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7. Supplementary

In this supplementary material, we provide additional de-

tails about:

1. Supplementary video for qualitative examples (refer-
enced in Sec. 1).

2. Additional details on post-training (referenced in
Sec. 3.4).

3. Additional details on editable generation (referenced in
Sec. 4.3).

4. Additional details on emotion prediction (referenced in
Sec. 4.4).

5. Results for text-to-motion.

Additional implementation details.

7. Additional qualitative example of co-speech gesture
generation.

o

7.1. Supplementary Video

We provide a supplemental video to illustrate our results. In
the video, we present: 1) an overview of our overall frame-
work, 2) detailed qualitative comparisons across four tasks:
co-speech gesture generation, editable gesture generation,
text-to-motion generation, and emotion understanding, and
3) examples of failure cases to inspire further research. We
recommend watching this video with your headphone, as
video results provide a more comprehensive understanding
of our approach.

7.2. Additional Details on Post-training

Existing datasets primarily provide pair-wise motion data
but lack corresponding instructions. Following [3], we
construct paired data for downstream tasks such as co-
speech gesture generation and text-to-motion generation,
equipping the model with instruction-following capabili-
ties. Building upon existing datasets [5—8], we develop an
instructional multi-modal dataset comprising several core
tasks. Unlike previous work [3], our approach explicitly
distinguishes each body part by introducing specific part-
specific keywords. As illustrated in Tab. 1, each core task
includes dozens of carefully designed instruction prompts.

7.3. Additional Details on Editable Gesture Gener-
ation

As shown in Tab. 1, we prompt the model with part-specific
keywords, enabling it to generate any body part based on
either audio or text inputs. This approach allows us to easily
edit specific body parts. In this paper, we demonstrate this
by prompting the model twice: once to generate the upper
body from audio and once to generate the lower body from
a text description. We anticipate that with further training
on larger datasets, the model will be able to simultaneously
follow input prompts from multiple sources.

7.4. Additional Details on Emotion Understanding

Since we perform instruction tuning during the post-
training stage, the model does not always guarantee precise
single-emotion label predictions. Instead of using a clas-
sification accuracy metric, we adopt text embedding dis-
tance metrics to evaluate the similarity between the pre-
dicted emotion and the ground truth labels. Specifically, we
use BLEU [9], ROUGE, CIDEr [4], and BERTScore [12]
to assess the semantic distances between the predicted and
reference texts.

7.5. Results for Text-to-motion Generation

In the main paper, we focused on demonstrating our model’s
capability in co-speech gesture generation as well as ed-
itable gesture generation. Another task that our model is
naturally good at is text-to-motion generation. To under-
stand how good our model is at generating motion from in-
structions, we investigate the quality of generated motion
given text descriptions.

We show some qualitative examples of our text-to-
motion generation in Fig. 1, where we also compare with
existing work [3, 10, 11]. We can see that our model pro-
duces smooth, natural, and sometimes better motions in
comparison with other generation methods. We encourage
watching the supplementary video to get a more compre-
hensive understanding of our model’s text-following ability.

While our model shows strong text-to-motion genera-
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Task | Input | Output
Based on [audio], generate a synchronized movement sequence involving both face,
Audio-to-Full Motion ha.mds, upper apd lower body. . [face][hands]
Listen to [audio] and produce movements that involve both the upper and lower
. [upper][lower]
body in harmony.
Based on [audio], generate a synchronized movement sequence involving both face,
Audio-to-Full Motion hands, upper and lower body. . [face][hands]
Listen to [audio] and produce movements that involve both the upper and lower
. [upper][lower]
body in harmony.
Generate a set of movements for face, hand, upper, and lower body that correspond
Audio&Transcript-to-Full to t,he tunestamped .ahgnrnent n [aud}o&trapscrlpt] . . [face][hands]
. Using the precise timestamp match in [audio&transcript], generate corresponding
Motion [upper][lower]
face, hand, upper, and lower body movements.
. . Using [audio], produce upper body movements that capture the tone and energy.
Audio-to-Upper Body Motion From [audio], create a series of gestures that use the upper body to reflect its flow. [upper]
. . Interpret [audio] with lower body gestures that reflect its tempo.
Audio-to-Lower Body Motion Create leg and foot movements that align with the intensity shifts in [audio]. [lower]
. . Develop a set of hand movements that respond dynamically to [audio].
Audio-to-Hands Body Motion Generate expressive hand gestures that reflect the cues in [audio]. [hand]
Audio-to-Face Body Motion C.reate expressions that correspond to the varying sentlmepts in [audio]. . [face]
Listen to [audio] and generate a sequence of facial expressions that match its energy.
Generate a movement sequence that fully embodies the emotion of [emotion] using
. . the face, hands, upper body, and lower body.
Emotion-to-Motion . . . . . . [face][hands]
Express the emotion [emotion] through a series of actions involving the face, hands,
» [upper][lower]
upper, and lower body.
What emotion is conveyed by the movements in the face, hands, upper body, and
. . lower body within [face][hands][upper][lower]? .
Motion-to-Emotion Examine the face, hand, upper, and lower body movements in [face][hands] [up- [emotion]
per][lower] to interpret the emotional tone.
Give me gestures involving the face, hands, upper body, and lower body that corre-
ey . spond to [caption] )
Text-to-Full Motion Show me gestures involving the face, hands, upper body, and lower body that cap- [face][hands]
. [upper][lower]
ture the essence of Input: [caption].
. Create an upper body gesture that aligns with the sentiment of [caption].
Text-to-Upper Body Motion Develop an upper body action sequence that mirrors the tone in [caption]. [upper]
Text-to-Lower Body Motion Illustrate the message in [caption] with lower body motions. [lower]
Translate [caption] into a lower body movement sequence.
. Describe the motion represented by [upper][lower] using plain English. .
Text-to-Lower Body Motion What does the [upper][lower] communicate? Please describe it in words. [caption]

Table 1. Examples of instruction prompt templates during post-training. For each task, we show two examples of the input prompts and

the output format.

tion on par or even better than existing models, we observe
that the common text-to-motion metrics (e.g., FID [2]) are
strongly coupled with the motion representation that ex-
isting work adopts, i.e., HumanML3D [2] (H3D-Format),
because the VAEs are trained using that format. While
the H3D-Format focuses predominantly on skeletal move-
ments, such as swinging motions, it under-represents twist-
ing rotations and other nuanced body dynamics. In contrast,
our method prioritizes expressive motion with a composi-

tional representation, capturing a broader range of move-
ments. Because these metrics are heavily entangled with
specific motion representations, we find them not suitable
to evaluate our method. We encourage readers to refer to
the qualitative results in Fig. 1 and the supplementary video
for a more comprehensive understanding. Future work is
necessary to develop evaluation approaches that assess the
quality of generated motion independently of the motion
representation used.
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7.6. Additional Implementation Details

Model training. Our model employs a two-stage training
process: Generative Pre-training and Post-training. Dur-
ing the first stage of modality alignment, we trained the
full model using 8 x NVIDIA H100-80GB GPUs and the
AdamW optimizer with a learning rate of 2e-4. Each con-
figuration of the pre-trained model was trained until conver-
gence. For the post-training stage, we used 8 x NVIDIA
3090-24G GPUs with the AdamW optimizer and a learning
rate of le-4. To ensure fair comparisons in ablation studies,
each configuration of the post-trained model was trained for
a fixed 350 epochs.

Global Translation Prediction. Benefiting from the com-
positional body representation, our approach generates
high-quality expressive motions, particularly for gestures
and emotion understanding. However, the holistic motion
is divided into several body parts for local frames, as noted
in [6]. To address this, we follow [6] and train a VAE mod-
ule with a 4-layer TCN structure. This module takes the
lower body as input and estimates the global translations
Ttrans € RTX3~

7.7. Additional Qualitative Example of Co-speech
Gesture Generation

To show the effectiveness of our model on co-speech ges-
ture generation, we provide one more qualitative example
in Fig. 2. We can see that our model generates gestures
that are synchronized with the speech and expressive of the
emotion, outperforming two state-of-the-art methods.
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. a person holds the neck of an
apersoniswalking gu'i’tan and with their right hand, @ berson walks forward  a person walks backwards

Text N N
normally inacircle  they make strumming motions rather slowly and then stops

MDM

MotionGPT

T2M-GPT

OURS

a person goes into a ducking position a person uses the left arm
Text like they are shielding to demonstrate throwing a person does two jumping jacks @ Person appears to be
themselves from something an object in front of them doing a dance

MDM

MotionGPT

T2M-GPT

OURS

Figure 1. Qualitative examples for text-to-motion generation. Given a text caption, we compare the 3D motion generated by our method
with those generated by state-of-the-art methods, including MDM [10], T2M-GPT [11], and MotionGPT [3]. Our model produces smooth,
natural, and sometimes better motion in comparison with existing methods, which do not model the audio modality.
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Figure 2. Additional qualitative example on co-speech gesture generation. Given an input speech, we visualize the ground truth 3D motion
accompanying the audio, the motion generated by two baselines: EMAGE [6], SynTalker [1], and our method. Our model generates more

diverse and expressive motion compared to existing methods, especially when the speaker emphasizes on words such as “angered” and
“upset”.
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