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Figure 1. Material Block Analysis. We present the material transfer results when injecting only into a certain block. Each block is labelled
as section_blocknumber_attnnumber. For example, “Up, 0, 1” represents up_blocks.0.attentions.1.

1. Table of contents

In this supplementary, we provide the following:

• Qualitative study on material block exploration
• Qualitative results on training with very few objects
• Survey example and user study details

2. Finding the Material Block

Inspired by InstantStyle [1], we exhaustively visualize the
results of the generated images from injecting into each
of the individual blocks. Figure 1 provides an exam-
ple of the visualizations across all the blocks. Simi-
lar to the findings of down_blocks.2.attentions.1 changes
the layout (in this case the geometry) of the object
and up_blocks.0.attentions.1 changes the overlay textures.
Since we are only interested in transferring only the mate-
rial information while keeping all other information in tact,
we only inject into up_blocks.0.attentions.1.

Compared to the results of injecting into all blocks,
we see that only material injection preserves the geometry

Figure 2. Transparent results trained with just 6 objects. We
present four examples of the original reconstructed image (left)
and increasing their transparency (right).

much better, as presented by the change in the facial struc-
ture of the toy figure.

3. Real-World Results on Small Datasets.
While we show in the main paper that quantitative metrics
for parametric control remains similar even when we train
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Figure 3. Example User Study. We present an example user study
question where we present an image and a guiding instruction and
ask which generated example is preferred.

with a very small dataset, it is still important to analyse the
results on real-world datasets.

Figures 2 presents fours examples trained on just 6 ob-
jects in the transparency dataset. We can see that even
though the extent of transparency is limited, the model al-
ready learns the effect of the transparencies fairly well.

4. Details on User Study

We provide an example survey template used for our user
study, as shown in Figure 3. As DDIM inversion already
causes defects in the reconstructed image, most of the par-
ticipants prefer MARBLE’s generated results even when
Concept-Slider sometimes performs parametric control ac-
curately.
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