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A. GOAL against Long-CLIP
We compare our model with Long-CLIP [37] on the
DOCCI [20] dataset using ViT-B/16 and ViT-L/14 [5] back-
bones in Table 8. The baseline Long-CLIP is first fine-
tuned on ShareGPT4V [2] (1M samples) and then further
fine-tuned on DOCCI using standard CLIP [21] loss. Long-
CLIP* follows the same fine-tuned on ShareGPT4V but em-
ploys our proposed fine-tuning method on DOCCI, while
GOAL is directly fine-tuned on DOCCI from CLIP’s pre-
trained weights. The results demonstrate a clear perfor-
mance progression: Long-CLIP* consistently outperforms
the baseline Long-CLIP across all metrics, showing the ef-
fectiveness of our fine-tuning approach. For example, with
ViT-B/16, Long-CLIP* achieves improvements of 1.06%
and 0.51% in text-to-image retrieval at R@1 and R@5, re-
spectively. Notably, GOAL further surpasses both variants,
achieving the best performance across most metrics. With
ViT-B/16, GOAL reaches 79.47% and 79.43% for R@1
in text-to-image and image-to-text retrieval. This is par-
ticularly significant considering that GOAL achieves supe-
rior performance while being trained on the DOCCI dataset
alone, which is substantially smaller than the combined
dataset (ShareGPT4V + DOCCI) used for Long-CLIP. This
results demonstrate that our proposed fine-tuning method
achieves better performance with significantly reduced data
requirements compared to Long-CLIP’s fine-tuning ap-
proach.

B. Zero-shot evaluation on short caption
datasets

We evaluate our model’s zero-shot transfer capabilities on
the COCO [16] dataset using both text-to-image and image-
to-text retrieval metrics with ViT-B/16 and ViT-L/14 back-
bones in Table 9. The experimental results demonstrate
GOAL’s strong performance, particularly when fine-tuned
on DOCCI, achieving 66.50% R@1 in image-to-text re-
trieval with the ViT-L/14 architecture, surpassing Long-
CLIP’s 63.16%. This superior performance extends across
higher recall@K values, reaching 86.04% and 96.76%
for R@5 and R@25 respectively. When fine-tuned on
DCI [27], another detailed caption dataset, GOAL demon-
strates consistent performance across all metrics, high-
lighting its effectiveness across different detailed caption
datasets. These comprehensive results validate our model’s
effectiveness in cross-modal retrieval tasks while maintain-
ing robust adaptability across various datasets.

We further validate our model’s zero-shot transfer capa-
bilities on the Flickr30K [34] using both text-to-image and

image-to-text retrieval metrics with ViT-B/16 and ViT-L/14
backbones in Table 10. The experimental results demon-
strate GOAL’s strong performance, particularly when fine-
tuned on DOCCI with the ViT-L/14 architecture, achiev-
ing 90.80% R@1 in image-to-text retrieval and maintain-
ing high performance with 98.80% and 99.90% for R@5
and R@25 respectively. In text-to-image retrieval, GOAL
fine-tuned on DOCCI demonstrates robust performance,
achieving 74.76% R@1 and 92.66% R@5. Furthermore,
when fine-tuned on DCI, another detailed caption dataset,
GOAL maintains consistent performance across all metrics,
showing comparable results with 73.76% and 91.92% for
R@1 and R@5 in text-to-image retrieval, and 89.10% and
98.30% for R@1 and R@5 in image-to-text retrieval. These
comprehensive results demonstrate our model’s effective-
ness in cross-modal retrieval tasks while maintaining robust
performance across different detailed caption datasets.

C. Further analysis on GOAL
We evaluate the effectiveness of our proposed GOAL
method against the baseline CLIP model and Long-CLIP
fine-tuning approach. While our previous experiments in
Sec. A demonstrated the benefits of applying our method
on top of Long-CLIP fine-tuning, here we present a direct
comparison between different fine-tuning strategies applied
to the original CLIP model. For Long-CLIP fine-tuning,
which requires short captions that are not originally in-
cluded in DOCCI, we generated concise one-sentence de-
scriptions using LLaVA-1.5-7b [17] to create the necessary
short captions. The dataset containing these generated short
captions is available in our GitHub2.

Table 11 presents the text-to-image and image-to-text
retrieval results on a test set of 5,000 samples randomly
selected from ShareGPT4V, with all models fine-tuned
on the DOCCI dataset. This randomly sampled test set
is also available in our GitHub2. Our proposed GOAL
method demonstrates substantial improvements over the
Long-CLIP approach. For text-to-image retrieval, GOAL
surpasses Long-CLIP by 18.91% with ViT-B/16 and by
27.87% with ViT-L/14 in R@1 scores. For image-to-text
retrieval, GOAL outperforms Long-CLIP by 13.07% with
ViT-B/16 and by 20.02% with ViT-L/14 in R@1 scores.
This consistent improvement across all retrieval metrics in-
dicates enhanced performance at various retrieval levels.
These results confirm that our GOAL fine-tuning approach
more effectively adapts the CLIP model, showing strong
improvements across both the ViT-B/16 and ViT-L/14 back-

2https://github.com/PerceptualAI-Lab/GOAL/tree/main/datasets



Backbone Methods
Text to Image Recall@K Image to Text Recall@K

R@1 R@5 R@25 R@50 R@1 R@5 R@25 R@50

ViT-B/16
Long-CLIP 78.33 95.43 99.63 99.86 77.06 95.33 99.49 99.90
Long-CLIP* 79.16 95.92 99.65 99.90 78.51 96.51 99.67 99.96

GOAL 79.47 96.65 99.69 99.92 79.43 96.14 99.61 99.90

ViT-L/14
Long-CLIP 83.51 97.35 99.69 99.90 81.73 96.75 99.71 99.86
Long-CLIP* 84.80 97.82 99.80 99.98 83.45 97.86 99.84 99.92

GOAL 84.37 97.55 99.76 99.98 82.57 97.37 99.82 99.98

Table 8. Retrieval performance comparison on DOCCI dataset using different backbones. Long-CLIP* indicates the model fine-tuned with
our proposed method, while GOAL represents our complete framework. The best and second-best scores for each method are marked in
bold and underlined, respectively.

Backbone Methods
Text to Image Recall@K Image to Text Recall@K

R@1 R@5 R@25 R@50 R@1 R@5 R@25 R@50

ViT-B/16

CLIP 33.95 59.46 82.95 91.06 54.14 77.74 93.32 97.36
Long-CLIP 40.83 66.36 87.42 93.97 57.24 80.42 94.24 97.60

GOAL fine-tuned with DOCCI 38.86 64.36 86.22 93.28 59.28 81.02 94.84 97.76
GOAL fine-tuned with DCI 39.08 65.32 86.93 93.66 57.78 80.62 94.90 98.00

ViT-L/14

CLIP 37.29 61.82 84.19 91.83 57.68 80.20 94.58 97.84
Long-CLIP 46.96 71.89 90.25 95.36 63.16 84.52 96.46 98.66

GOAL fine-tuned with DOCCI 46.29 70.85 89.43 95.20 66.50 86.04 96.76 98.62
GOAL fine-tuned with DCI 45.54 70.22 89.09 94.90 64.50 85.10 96.52 98.62

Table 9. Zero-shot evaluation results on COCO test set. Comparison of retrieval performance across different fine-tuning approaches using
ViT-B/16 and ViT-L/14 models. The evaluation metrics include both text-to-image and image-to-text Recall@K. The best and second-best
scores for each method are marked in bold and underlined, respectively.

Backbone Methods
Text to Image Recall@K Image to Text Recall@K

R@1 R@5 R@25 R@50 R@1 R@5 R@25 R@50

ViT-B/16

CLIP 63.20 86.30 96.48 98.52 82.90 97.20 99.40 100.00
Long-CLIP 70.80 90.68 97.74 98.88 85.90 98.50 99.90 100.00

GOAL fine-tuned with DOCCI 68.32 89.30 97.32 98.62 85.10 96.70 99.60 99.90
GOAL fine-tuned with DCI 67.38 88.80 97.16 98.50 84.60 96.80 99.80 100.00

ViT-L/14

CLIP 65.38 87.36 96.84 98.30 86.40 97.50 99.90 100.00
Long-CLIP 76.22 93.54 98.36 99.28 90.00 98.90 99.90 100.00

GOAL fine-tuned with DOCCI 74.76 92.66 98.44 99.32 90.80 98.80 99.90 100.00
GOAL fine-tuned with DCI 73.76 91.92 98.22 99.20 89.10 98.30 100.00 100.00

Table 10. Zero-shot evaluation results on Flickr30K test set. Comparison of retrieval performance across different fine-tuning approaches
using ViT-B/16 and ViT-L/14 models. The evaluation metrics include both text-to-image and image-to-text Recall@K. The best and
second-best scores for each method are marked in bold and underlined, respectively.

bones.
We further evaluate the performance of our models on

the Urban1k test set, as shown in Table 12. Similar to the
results observed on the ShareGPT4V test set, GOAL consis-
tently outperforms both the baseline CLIP and Long-CLIP
fine-tuning approaches across all metrics. With the ViT-
B/16 backbone, CLIP+GOAL achieves 73.20% and 81.90%
R@1 for text-to-image and image-to-text retrieval, exceed-
ing Long-CLIP by 19.41% and 28.77%, respectively. The
performance gap widens further with the ViT-L/14 back-

bone, where GOAL achieves impressive R@1 scores of
83.00% for text-to-image and 86.30% for image-to-text
retrieval, surpassing Long-CLIP by 36.96% and 22.93%.
These results on Urban1k [37] further validate that our ap-
proach generalizes well across different datasets, demon-
strating consistent improvements regardless of the test data
distribution.

We also evaluate our proposed GOAL method’s ability
to preserve global visual understanding capabilities, such as
those required for classification tasks. Table 13 presents the



Backbone Methods
Text to Image Recall@K Image to Text Recall@K

R@1 R@5 R@25 R@50 R@1 R@5 R@25 R@50

ViT-B/16
CLIP 61.12 83.82 95.84 98.42 62.24 82.32 95.00 97.74

CLIP+LongCLIP 66.86 88.72 97.56 99.20 75.56 93.36 98.78 99.62
CLIP+GOAL 79.50 94.82 99.34 99.74 85.44 97.12 99.62 99.84

ViT-L/14
CLIP 53.72 76.40 91.28 95.60 62.70 81.78 93.78 96.64

CLIP+LongCLIP 66.85 88.80 97.62 99.14 73.84 91.44 98.50 99.48
CLIP+GOAL 85.48 96.84 99.66 99.86 88.62 97.88 99.76 99.92

Table 11. Comparison of retrieval performance on a test set of 5,000 randomly sampled images from ShareGPT4V. All models were
fine-tuned on the DOCCI dataset. The best and second-best scores for each method are marked in bold and underlined, respectively.

Backbone Methods
Text to Image Recall@K Image to Text Recall@K

R@1 R@5 R@25 R@50 R@1 R@5 R@25 R@50

ViT-B/16
CLIP 53.30 76.70 91.50 95.40 68.90 88.80 97.90 99.95

CLIP+LongCLIP 61.30 83.90 96.80 98.80 63.60 85.90 96.80 99.00
CLIP+GOAL 73.20 92.70 98.30 99.40 81.90 95.80 99.40 99.70

ViT-L/14
CLIP 53.90 78.40 92.20 95.80 68.20 88.40 97.00 98.80

CLIP+LongCLIP 60.60 83.00 96.00 98.60 70.20 89.80 97.50 98.70
CLIP+GOAL 83.00 95.40 99.70 99.90 86.30 96.50 99.40 100.00

Table 12. Comparison of text-to-image and image-to-text retrieval performance on the Urban1k test set. All models were fine-tuned on
DOCCI dataset. The best and second-best scores for each method are marked in bold and underlined, respectively.

Backbone Methods CIFAR10 CIFAR100 ImageNet-O

ViT-B/16 CLIP+LongCLIP 85.52 54.94 36.00
CLIP+GOAL 87.54 59.70 40.35

Table 13. Zero-shot classification accuracy comparison between
CLIP fine-tuned with Long-CLIP method and CLIP fine-tuned
with GOAL method on CIFAR and ImageNet-O datasets. The
best scores for each method are marked in bold.

zero-shot classification performance of models fine-tuned
on the DOCCI dataset. When evaluated on CIFAR10 [13],
CIFAR100 [13], and ImageNet-O [9] datasets, CLIP fine-
tuned with the GOAL method consistently outperforms
the Long-CLIP approach. Specifically, GOAL achieves
87.54% accuracy on CIFAR10, 59.70% on CIFAR100, and
40.35% on ImageNet-O, showing improvements of 2.36%,
8.66%, and 12.08%, respectively over Long-CLIP. These
results suggest that the GOAL method effectively preserves
the model’s global understanding capabilities while adapt-
ing to new tasks. This demonstrates that GOAL offers a
balanced approach that maintains the model’s general vi-
sual representation abilities even after fine-tuning.

D. Experiments on different backbone

We extend our evaluation to explore GOAL’s effective-
ness when applied to SOTA vision-language models. Ta-
bles 14 and 15 present the cross-modal retrieval perfor-
mance comparison between BLIP2 [15] fine-tuned with

Backbone Method T2I I2T

R@1 R@5 R@1 R@5

BLIP2-Giant BLIP2+CLIP 23.45 54.96 26.16 57.53
BLIP2+GOAL 64.63 90.02 61.86 88.47

Table 14. Cross-modal retrieval performance comparison on
DOCCI dataset between BLIP2 fine-tuned with CLIP method and
BLIP2 fine-tuned with GOAL method. The best scores for each
method are marked in bold.

Backbone Method T2I I2T

R@1 R@5 R@1 R@5

BLIP2-Giant BLIP2+CLIP 22.81 52.33 20.11 50.28
BLIP2+GOAL 50.88 77.49 50.38 77.49

Table 15. Cross-modal retrieval performance comparison on DCI
dataset between BLIP2 fine-tuned with CLIP method and BLIP2
fine-tuned with GOAL method. The best scores for each method
are marked in bold.

standard CLIP-style and our proposed GOAL method
on the DOCCI and DCI datasets, respectively. On the
DOCCI dataset, BLIP2+GOAL significantly outperforms
BLIP2+CLIP, achieving 64.63% and 61.86% R@1 for text-
to-image and image-to-text retrieval. Similarly on the DCI
dataset, BLIP2+GOAL reaches 50.88% and 50.38% R@1.
We want to note that our GOAL method is model-agnostic
and can be applied to state-of-the-art vision-language mod-
els for efficient fine-tuning toward better understanding of



images with lengthy text descriptions, as shown in these ta-
bles. These significant performance improvements across
different model architectures confirm the broad applicabil-
ity and effectiveness of our proposed method.

E. Retrieval qualitative results
We demonstrate the effectiveness of GOAL through qualita-
tive comparison of correctly and incorrectly retrieved cap-
tions based on image queries in Fig. 5. The green boxes
show correctly retrieved results, while the red boxes show
the incorrectly retrieved results. GOAL consistently re-
trieves more precise and detailed descriptions across vari-
ous scenarios. In the first row example, GOAL accurately
captures specific details like the “6407” sticker, the distinct
floor transitions (wooden and tiled), and precise spatial re-
lationships of architectural elements, which are made possi-
ble through TSL’s local element attention mechanism. Sim-
ilarly, in the second row, GOAL correctly matches descrip-
tions containing fine-grained details including antennae ori-
entation and shell positioning, along with precise environ-
mental lighting conditions. In contrast, Long-CLIP (red
boxes), trained using the approach described in Sec. C, fails
to retrieve accurate descriptions, instead returning more
general descriptions that miss crucial visual details and spa-
tial relationships. These results effectively demonstrate that
GOAL provides enhanced capability in processing and un-
derstanding lengthy and detailed captions, making it a key
advantage over Long-CLIP implementations.





Figure 5. Qualitative comparison of image-text retrieval results between GOAL (middle column) and Long-CLIP (right column). The
retrieved descriptions demonstrate GOAL’s superior ability to capture fine-grained details and diverse scene elements across indoor and
outdoor environments, while maintaining semantic coherence in lengthy descriptions. Query images are shown in the left column.


