PICO: Reconstructing 3D People In Contact with Objects
Supplementary Material

Here we provide a detailed description of the PICO-db data
collection (Sec. S.1), including implementation details, data
statistics and quality control. In Sec. S.2, we discuss how
we leverage vision large language models (VLLMs) to aug-
ment body contact prediction from DECO. In Sec. S.3, we
provide implementation details about our PICO-fit recon-
struction method, along with its quantitative evaluations and
perceptual study. Finally, in Sec. S.4, we provide additional
ablations, qualitative results and failure cases.

Video on our website. To crowd-source 3D contact anno-
tation on both the body and the object using Amazon Me-
chanical Turk (AMT), we build a new annotation tool which
we describe in detail in the following section. We recom-
mend that readers view the provided supplemental video for
an in-depth tour of our tool, its features and the annotation
protocol. This is the same video we used for training AMT
workers before qualifying them for this task.

S.1. PICO-db data collection

S.1.1. Contact representation & projection details

DAMON’s body contacts form neighboring-vertex patches.
To represent such a patch, we compute the axis-based pa-
rameterization of “ContactEdit” [5] via three steps: (1) We
synthesize an “axis,” i.e., an open curve on the body com-
posed of piece-wise shortest geodesics between constituent
surface points. (2) For each patch vertex, we compute its
closest axis point via short-time heat diffusion [13], and
(3) its logarithmic map (Logmap), i.e., its geodesic distance
and direction w.r.t. its associated axis point [7].

The 1logmap helps transferring patches across meshes.
That is, given an axis, we can reconstruct the patch via the
inverse operation, the exponential map (expmap). Thus,
transferring patches boils down to transferring only the axis.
The axis can be completely unpacked on any surface given
only the starting location and direction of the first geodesic.

Simply put, this lets us transfer body contact patches
onto an object with just two clicks, which define the axis
start location and direction respectively. Crucially, this also
defines bijective point correspondences between patches'.
The axis parameterisation enables the automatic correspon-
dence of discretised contact areas, comprising hundreds or
even thousands of points, between the body and the object
through an intuitive and substantially lower-dimensional
representation. Figure S.1 and Fig. 3 in main illustrates
several body contacts and their respective axes. For further
details, we refer the reader to Lakshmipathy et al. [5].

Formally, given a source and target patch, there exists a point mapping
that is theoretically-guaranteed surjective, but empirically it is bijective [5].
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Figure S.1. Top row: Inputs to the PICO-db app. (1) RGB image.
(2) DAMON body contacts. (3) The retrieved object mesh. Bot-
tom row: Contact transfer via 2 clicks from the foot (left) and hips
(center) onto the object. The first click specifies the axis start lo-
cation (blue ball), and the second one the axis direction (red line).
Bottom row (right): Resulting patches after annotation.

S.1.2. Projection using the proxy mesh

Because transferring patches parameterized on non-convex
shape regions can yield non-intuitive results, we construct
a proxy SMPL mesh to “convexify” the hands and face
features. Specifically, we take a convex hull of the hands
and improve the triangulation via tangential smoothing [2]
and Delaunay refinement [14] using the Geometry Central
library [12]. The result (Fig. S.2) is a SMPL mesh with
“webbed” hands and “smoothed-out” face features.

We first project DECO contacts from the original SMPL
body to the proxy “convexified” body via closest point
queries [11]. We then parameterize contacts on the proxy
body, and last transfer these to objects. However, for visu-
alization purposes, we present annotators with contacts on
the original body with overlaid axes from the proxy body.

Note that these “convexified” meshes are used only as a
“proxy tool” to ease defining “straight” contact axes. We do
not use these later for 3D reconstruction, so the accuracy of
reconstructions is not compromised.

S.1.3. Object mesh processing

We rely on the Objaverse-LVIS [3] dataset for retrieving
object meshes. However, our contact parameterization and
projection requires input meshes to be manifold, which is
not true for several meshes in Objaverse-LVIS. Therefore,
we perform a series of pre-processing operations to curate
a database of manifold objects. Specifically, we use the
PyMeshLab library [8] and apply Poisson-Disk sampling to
generate 50k uniformly sampled surface points. Next, we
perform Screened Poisson surface reconstruction and uni-
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Figure S.2. Comparison of the face and hand details between
the original SMPL human body mesh and the proxy mesh with
“webbed” hands and “smoothed-out” face features, used for sim-
plifying contact patch projections.

form mesh resampling on the resulting point cloud, with
parameters: depth = 8 and samples-per-node = 8. We
also remove floating isolated connected-component pieces
which do not belong to the original mesh. This produces a
smooth mesh, which is further corrected using the “3D Print
Toolbox™ [10] in Blender to ensure manifoldness. Last, we
verify manifoldness and discard any non-manifold objects.

Although the processed meshes are manifold, they are
often too high-resolution and arbitrarily scaled, making
them unsuitable for online operations in our data annotation
app. To address this, we decimate the meshes to a maximum
of 4k faces using Blender. Additionally, we recenter the
meshes to the origin and rescale them by querying GPT-4V
to determine the correct scale based on the corresponding
RGB image input.

S.1.4. Contact annotation tool

Following [15], we build the tool in DASH and deploy it in-
side a Docker container under an uWSGI application server.

Annotation interface. As shown in the tool interface
in Fig. S.3, the layout is divided into 3 parts. On the
left, we show annotators the original image with the “trans-
fer” candidates denoted as tuples: {body part name,
object label}. On the top-right, we show the hu-
man T-pose mesh with DAMON’s contact regions (shown
in green color) and contact axis (shown in red color). On
the bottom-right, we show the 3D object.

The annotators are required to click two points on the
object mesh — the first click specifies the start of the contact
axis and the second click specifies its geodesic orientation.
Upon registering the second click, the tool instantaneously
displays the transferred contact on the object, providing vi-
sual feedback in real time. Annotators can correct errors by
repeating the two clicks, which resets the prior annotations,
until satisfied. For a detailed overview of the tool and its
functions, please watch the video on our website.

S.1.5. PICO-db additional statistics

PICO-db contains 4123 images with paired human and ob-
ject 3D contact. The images span 44 object categories.
This is fewer than the 69 object categories in DAMON as
we identify and reject object categories that are never (or
rarely) in contact with humans in images, such as a wall
clock, fire hydrant, plant, TV, etc. Additionally, we ex-
clude objects that are too large, so they are severely trun-
cated in images such as (sitting in an) airplane, boat, car,
bus, train, etc. We also filter out images of children, since
their smaller size would “compromise” contacts annotated
on the bigger default-shape SMPL body. For the complete
list of included object categories and their distribution refer
to Fig. S.5. Note that we use the same train, validation and
test splits as the DAMON dataset.

In Fig. Fig. S.4, we present the aggregate vertex-level
contact distributions for six object categories: bed, bicycle,
cell phone, handbag, pizza, and surfboard. These distribu-
tions illustrate that our dataset captures a wide range of in-
teraction patterns, reflecting both frequent (canonical) and
infrequent (rare or edge-case) usage scenarios. This diver-
sity highlights the richness of human-object interactions in
our dataset

S.1.6. Quality control

We adopt several strategies to ensure high-quality annota-
tions in PICO-db. First, we select high-performing AMT
annotators through a rigorous two-part qualification pro-
cess. Specifically, annotators are required to (i) watch a
detailed tutorial video (see video on our website), and (ii)
complete test annotations on a standardized set of 10 sample
images. We evaluate the annotator responses by computing
the point-to-point Euclidean distance between their anno-
tations and author-annotated pseudo-ground-truth (pseudo
GT) labels, as performed in DAMON [15]. With this, we
qualify 17 out of 150 participants. Second, we release an-
notation tasks in small batches and visually inspect the qual-
ity of contact annotations per batch. Annotations flagged as
incorrect or low-quality are repeated in the next batch.

S.2. Leveraging VLLMs in PICO-fit

In this work, we exploit the general world knowledge of
VLLMs in two ways (i) to initialize object scale in PICO-fit
and (ii) to refine human-contact predictions from DECO.

For initializing object scale, we input the test image to
GPT-4V and query the object’s scale by using the following
prompt:



Please annotate human contact using the body part:

with SKATEBOARD

Left click and drag to rotate the body. Right click and drag to move the body. Use the mouse wheel to zoom in/out.

RESET VIEW

Move the contact patch as required

RESET VIEW

NEXT CONTACT

Jump to previously annotated bodypart

start

Figure S.3. Layout of the contact annotation tool. Left side: Original image with labels for the object category and the current body part
above it. Right side: Human mesh in T-pose with contact regions (shown in green color) and contact axis (shown in red color). Below
that, we show the 3D object, with the left foot contact already transferred and the right foot contact being annotated in the current step.
Users can navigate back to previous steps (body parts) with the help of the drop-down menu situated below the “Next contact” button.

How big is the <OBJECT> in the <IMAGE>
that the human is interacting with?

Use the other objects and the scale of
the human to estimate the size. Answer
should be single number, in meters, that
corresponds to the length of the longest
side of the <OBJECT>.

We also use GPT-4V to refine DECO’s body contact pre-
dictions. Since PICO-fit relies on DECO predictions to re-
trieve contacts from PICO-db for both the body and the
object, as well as the object shape, any errors in the esti-
mated body contact may propagate to subsequent steps in
the PICO-fit pipeline.

While DECO is robust and generalizes well to in-the-
wild scenarios, it has a strong bias for predicting false pos-
itives on the feet, and often misses body parts in contact.
To tackle this, we refine DECO’s predictions by removing
feet contact if it is not predicted by GPT-4V, and adding
contact on any body parts that are additionally predicted by

GPT-4V. To this end, we use the following prompt:

List the body parts of the human that are
in contact with the <OBJECT> (touching or
supporting the object) in this <IMAGE>.
These are all the body parts to

consider: head, neck, torso,

hips, leftUpperArm, rightUpperArm,
leftForeArm, rightForeArm, leftHand,
rightHand, leftUpperLeg, rightUpperleg,
leftLowerLeg, rightLowerLeg, leftFootSole,
rightFootSole, topOfLeftFoot,
topOfRightFoot. Answer should be only

a comma-separated list of the body parts,
nothing else.

Impact of GPT-4V. DECO+GPT-4V contact is higher
quality relative to DECO; F1 improves from 0.29 to 0.35
on InterCap. PA-CD;_, also improves, from 11.76 to
10.33. On object scale, GPT-4V yields 17.0 cm RMSE
on InterCap. Fig. S.6 shows visual examples indicating the
estimated size and contacting body parts from GPT-4V on



J-m

|
’.ﬁ‘
R
J

¥

W BED
[E>HANDBAG

% BICYCLE
w PIZZA i ‘
|
\ \ :

y
-

£ CELL PHONE
W SURFBOARD

L
L

Figure S.4. Aggregate statistics showing object-wise contact prob-
abilities across all body vertices in the PICO-db dataset. The body
part closeups show the contact probabilities normalized for that
body part. Red implies higher probability of contact while blue
implies lower probability. Q Zoom in.

some challenging images with diverse objects. The object
size refers to the length of the largest dimension.

S.3. PICO-fit additional details

S.3.1. Implementation details

We use the Adam optimizer, with parameter-specific learn-
ing rates ranging between 0.01 and 0.04, assigning higher
rates to object rotation parameters to accelerate exploration
of their search space.

Empirically, we find that reconstructions are most con-
sistent with the following set of loss weights:
* for the second stage of the optimization we use weights:

Ae=4, Ay =100, A'=04, X =4
e for the third stage of the optimization we use weights:
Ae=4, Ap =50, A'=0.1, Xg =0.05

S.3.2. Quantitative evaluation details on InterCap

We evaluate on InterCap by reporting the Procrustes-
Aligned (PA) Chamfer Distance (CD). Since state-of-the-
art methods use different output formats, we standardize to
ensure a fair evaluation.

While using the joint human and object mesh for align-
ment is standard practice [9], the Procrustes-alignment al-
gorithm assumes higher weight on the human, since the hu-
man mesh has considerably more vertices than the object
mesh in 3D HOI datasets [1, 4]. As a side-effect, this leads
the PA-CDy, to be often lower than PA-CD,, which is evi-
dent in Tab. 1 in main.

For evaluating CONTHO [9] we use the authors’ pub-
lished code and annotation file. We adapt their evaluation
code for all methods and use the same InterCap test split
they release.

Stage IDs Lo Lowm Lp Lnm [CD,] CD,| CDy .1
T+2+3 X /7 / | 2271 3939 2663
2+3mo 1) 7 7 7 7 | 924 3439 129
1+ (2&3 comb,) 7 7 7 7 | 813 191 10.66
1+2+3@PICO-AY) | /v 7/ 7 7/ | 666 1334 836

Table S.1. Additional ablations, extending Tab. 2 of the paper.

PHOSA [17] outputs SMPL meshes to represent the
human pose and shape, which are inconsistent with the
ground-truth SMPL-X meshes in InterCap. While we use
the joint human and object mesh to Procrustes align pre-
dictions with ground-truth, in case of the human body, we
exclude the head vertices. We do this as the body ver-
tices share the same topology between SMPL and SMPL-X,
whereas the head does not. After alignment, we sample the
same number of points in both PHOSA predicted meshes
as well as the ground-truth meshes in InterCap to compute
chamfer distance.

The HDM [16] model trains on ProciGen [16], a syn-
thetic dataset building on BEHAVE and InterCap. It outputs
point clouds for both the human and the object in InterCap’s
“Caml” coordinate frame. To compute the chamfer dis-
tance, we bring all ground-truth meshes from InterCap in
the same “Cam1” coordinate frame and sample equal num-
ber of points (= 8192) as in the predictions, before aligning
the predicted and ground-truth point clouds using Iterative
Closest Point (ICP) and computing CD. Note that for align-
ment, we use the combined human and object point cloud.
Unlike for Procrustes-alignment, since ICP uses the same
number of points from the human and the object, HDM’s
chamfer distance scores are more balanced between the hu-
man and the object in Tab. | in main.

S.3.3. Perceptual study details

To ensure reliable participants, we repeat the first three im-
ages at the end of the study and exclude them during eval-
uation to serve as a warm-up for participants. We also in-
clude four catch trials—pairs of images with decisions that
are intentionally straightforward—to identify and filter out
participants who may provide random inputs. We exclude
all submissions with even a single failed catch trial, which
results in discarding 27 out of 100 total completions. For
the layout we use in the perceptual study, see Fig. S.7.

S.3.4. Additional Ablations

We ablate L. in Tab. S.1, top and bottom rows. Note that
PICO-fit needs both human and object contact maps for L.,
and hence, we cannot ablate them separately. Results show
that £ is essential for performance.

Next, we analyze alternative optimization strategies for
PICO-fit. To evaluate the effect of Stage 1 which uses
dense contact correspondences to initialize object pose w.r.t.
the body, we run only Stage 2 and 3 and report results in
Tab. S.1, second row. In Tab. S.1, third row, we first run
Stage 1, followed by a joint optimization of Stage 2 and 3
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Figure S.5. Statistics on the object categories in PICO-db. Histogram: Object labels (y-axis) and the number of images in which they are
present (x-axis). Pie chart: Object labels are grouped into 7 main categories; inner colors correspond to the colors in the histogram.

together. The results show that the proposed optimization
scheme in PICO-fit significantly outperforms these alterna-
tives, particularly for recovering accurate object poses.

The qualitative ablation in Fig. S.8 demonstrates the ef-
fect of each stage in PICO-fit. In Stage 1, PICO-fit estab-
lishes contact between the human and the object, though the
object may not yet be aligned with the image. Stage 2 re-
fines the object’s alignment with the image, albeit at the cost
of slight contact misalignment. Finally, Stage 3 optimally
balances contact, interpenetration, and image alignment by
refining the human’s contacting limbs. This results in a 3D
HOI that is both image-aligned in 2D and plausible in 3D.

S.3.5. Failure cases

Like all current methods, PICO-fit might fail under truly
novel interactions if these differ significantly from those in-
cluded in PICO-db. We show examples of PICO-fit failures
under unusual contact scenarios in Fig. S.9, both due to in-
accurate human contact (row 1-3) and object contact (row
4-5). Figure S.10 demonstrates additional PICO-fit failures
caused due to incorrect human pose initialization (row 1)
and incorrect object retrieval (row 2). Further, to develop
understanding of PICO-fit failures, we randomly sampled
500 PICO-fit reconstructions and hired Master’s students
to categorize them into failure modes. Most PICO-fit fail-
ures result from: (1) Incorrect human pose initialization by
OSX [6] (5/500), (2) incorrect object retrieval which does



GPT-4V size: 6 meters

GPT-4V size: 0.15 meters

GPT-4V contact: hips, left upper leg, right GPT-4V contact: head, right hand

upper leg, left lower leg, right lower leg

GPT-4V size: 0.3 meters

GPT-4V size: 0.8 mete

GPT-4V contact: left hand

GPT-4V contact: left hand, right hand, head

Figure S.6. Visual examples showing GPT-4V predicted object
size and contacting body parts. “Size” implies length of the largest
dimension.

Which image shows a better reconstruction of the human-object interaction

from the photo in the middle?

In this task, you will see a picture in the middle, and two 3D representations of the human-object
interaction next to it.
Both sides display two distinct views of the same scene, one above the other.
he human is always blue, while the object is always orange.

Your task is to choose which side image shows a better reconstruction of the
human-object interaction
with the object name that is specified below the image.

The human and the are either represented as solid objects, or just as points.
Regardless of this, always take into consideration the following factors when selecting:

1. If the object is arranged correctly in the 3D scene, with respect to the human.
2. If the contact between the human and the object is correct.

3. Ifthe human and the object 3D elements are intersecting or overlapping with each other.
4. The overall quality of the result.

Note: you can click and hold your mouse on the images to zoom in.

Method A Method B

B i
> R

Which image shows a better reconstruction of the human-object interaction
from the photo in the middle, for the object specified above?

Original Image

current object: snowboard

Method A Method B
o O

Figure S.7. Layout of the perceptual study. Below the extensive
but simple instructions, participants are presented with two dif-
ferent views of the reconstructions from two methods (randomly
swapped). Our interface correctly adapts to any screen size, but
users are also able to click on the images to zoom in

not match the image (12/500), (3) incorrect human-contact
prediction by DECO (85/500), and (4) invalid object con-

RGB Image

Stage 1 Stage 2 Stage 3

Figure S.8. Ablation study for PICO-fit’s stages.

tact retrieval even when the inferred human contact is cor-
rect (20/500).

Despite the failures, we note that PICO-fit handles
significantly more object instances than existing work;
PICO-fit handles 627 objects, namely 1-2 orders of mag-
nitude more than the 8 and 30 objects of PHOSA and
CONTHO/HDM, respectively. Further, as shown in Tab. 1
and Figs. 7 and 8 in main, PICO-fit achieves SOTA perfor-
mance on OOD and in-the-wild datasets, indicating superior
generalization.

S.4. Additional qualitative results

Fig. S.11 shows qualitative comparisons of CONTHO,
HDM and PHOSA™ alongside PICO-fit and PICO-fit* for
object categories handled by all baselines. Fig. S.12 shows
HOI reconstructions from PICO-fit on various object cate-
gories, and Fig. S.13 does the same for PICO-fit*.
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Flgure S.11. Qualitative evaluation of CONTHO HDM and PHOSA* alongside PICO-fit and PICO-fit* on object categories handled by
all baselines. Since HDM cannot produce image overlays, we present only front- and top-down views for all methods
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Figure S.12. 3D HOI reconstructions from our PICO-fit method on various object categories. For each triplet in each row we see (from left
to right): an input RGB image, PICO-fit’s estimated meshes overlaid on the image (camera view), a side view, and the contact annotations
that were looked up and taken from PICO-db.
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Figure S.13. 3D HOI reconstructions from our PICO-fit* method on various object categories. For each triplet in each row we see (from
left to right): an input RGB image, PICO-fit*’s estimated meshes overlaid on the image (camera view), a side view, and the corresponding
contact annotations from PICO-db.
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