
DKC: Differentiated Knowledge Consolidation
for Cloth-Hybrid Lifelong Person Re-identification

Supplementary Material

In this supplementary material, we detail additional ex-
perimental results on training Order-2, Order-3, and Order-
4. Besides, more t-SNE results of the cloth-consistent
dataset (Market-1501 [11]) on training Order-1 are further
provided for comprehensive verification. Finally, we visu-
alize the re-identification results on training Order-1 of each
dataset to intuitively show the effectiveness of our method
compared to the state-of-the-art method DKP.

1. More Detailed Experimental Results

In this section, we present more detailed experimental re-
sults to further verify the generalizability and anti-forgetting
performance of our proposed DKC on multiple training or-
ders. To this end, several existing state-of-the-art methods
are employed for verification, including: LwF [1], AKA [2],
PatchKD [5], USP [9], SPD [6], CRL [10], MEGE [3],
LSTKC [8], and DKP [7].

1.1. Comparison at Each Training Stage

Firstly, we present the performance tendency of our pro-
posed DKC with existing LReID methods at each stage
on training Order-2 in Fig. 1. It can be seen that our
method achieves consistent performance priority in both
cloth-consistent and cloth-hybrid scenarios. The above re-
sults further illustrate that our method achieves a better
balance between cloth-relevant and cloth-irrelevant infor-
mation through dynamically modelling differentiated new
knowledge while preserving old knowledge by reconstruct-
ing old latent space, thus verifying the robustness of our
method.

1.2. Comparison of Average Forgetting Score

To further verify the anti-forgetting performance of our
proposed DKC, we further report the performance com-
parison on the Average Forgetting (AF) score on training
Order-2 in Tab. 1. The experimental results demonstrate
that our method reaches the minimal AF score in both
cloth-consistent and cloth-changing scenarios and achieves
5.5%/6.8% on average mAP/R1 accuracy. This is because
our DKC improves the compatibility of differentiated cloth-
relevant and cloth-irrelevant knowledge by aligning them at
different feature distribution levels, thereby achieving the
best anti-forgetting performance while eliminating the de-
rived catastrophic knowledge conflicts.
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1 2 3 4 5
Training Stage (S)

75

65

55

45

35

25

m
A

P(
%

) A
cc

ur
ac

y

LwF
AKA
PatchKD
LSTKC
DKP
Ours

1 2 3 4 5
Training Stage (S)

95

85

75

65

55

45

35

R
1(

%
) A

cc
ur

ac
y

LwF
AKA
PatchKD
LSTKC
DKP
Ours
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Figure 1. Performance tendency at different training stages on
training Order-2.

Method
Cloth-Consistent Cloth-Changing Average
AF(mAP/R1)↓ AF(mAP/R1)↓ AF(mAP/R1)↓

USP [9] 37.0/35.8 2.2/3.0 25.4/24.9
LSTKC [8] 19.6/20.7 5.0/5.9 14.7/15.8
LwF [1] 14.8/17.7 3.8/5.2 11.1/13.5
AKA [2] 15.0/16.8 2.4/2.5 10.8/12.0
DKP [7] 11.0/12.4 2.5/3.1 8.2/9.3
PatchKD [5] 11.2/10.9 1.7/3.8 8.0/8.5
Ours 7.5/9.2 1.6/2.1 5.5/6.8

Table 1. AF performance on training Order-2.

1.3. Comparison on Traditional LReID task

In addition to the above experimental results on the CH-
LReID task, Tab. 2 and Tab. 3 further report the detailed
performance of our proposed DKC on the traditional LReID
task. Benefiting from the capacity of adaptively captur-
ing new knowledge, our DKC achieves comparable re-
sults by an average performance of 51.6%/64.1% and
51.6%/63.5% on mAP/R1 accuracy on training Order-
3 and training Order-4, respectively. The above results
strongly support that our method can incrementally improve
the performance of lifelong learning in the cloth-hybrid
scenario without sacrificing the performance in the cloth-



consistent scenario, thus enabling strong versatility in real-
istic environments.

2. More Visualization Results
In this section, we present more visualization results to in-
tuitively demonstrate the effectiveness of our DKC.

2.1. T-SNE Visualization Results
In addition to the feature distribution changes of the cloth-
changing dataset LTCC [4] at each training stage in training
Order-1 shown in the main manuscript, we further visualize
more feature distribution sampled from the cloth-consistent
dataset Market-1501 [11]. As shown in Fig. 2, as the alter-
nation of cloth-changing and cloth-consistent data contin-
ues, the existing DKP method fails to achieve stable intra-
class consistency due to the inevitable conflict between the
cloth-relevant and cloth-irrelevant knowledge. However,
our DKC can always capture cloth-relevant discriminative
information under the interference of cloth-irrelevant infor-
mation during each training stage. Overall, the above results
strongly verify the capacity of our DKC to model differen-
tiated knowledge and balance the conflicting new and old
knowledge.

2.2. ReID Visualization Results
Finally, we compare the re-identification results of our pro-
posed DKC to the existing SOTA method DKP [7] on each
dataset on training Order-1 in Fig. 3, Fig. 4, Fig. 5, Fig. 6,
where the query image is framed by the black box and the
correct/incorrect re-identification results are framed by the
green/red box. Obviously, our method can retrieve more
correct gallery samples than DKP in cases of moderate and
drastic clothing changes. This is because our DKC captures
more discriminative information by balancing differentiated
knowledge, including clothing style, body shape, face infor-
mation, etc. The above results further verify the effective-
ness and generalization of our proposed DKC.
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Method
Market CUHK-SYSU DukeMTMC MSMT17 CUHK03 Average

mAP R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP R1
Joint 68.1 85.2 81.4 83.8 60.4 75.7 24.6 48.9 42.7 43.6 55.4 67.5
SPD [6] 35.6 61.2 61.7 64.0 27.5 47.1 5.2 15.5 42.2 44.3 34.4 46.4
LwF [1] 56.3 77.1 72.9 75.1 29.6 46.5 6.0 16.6 36.1 37.5 40.2 50.6
CRL [10] 58.0 78.2 72.5 75.1 28.3 45.2 6.0 15.8 37.4 39.8 40.5 50.8
AKA [2] 58.1 77.4 72.5 74.8 28.7 45.2 6.1 16.2 38.7 40.4 40.8 50.8
MEGE [3] 39.0 61.6 73.3 76.6 16.9 30.3 4.6 13.4 36.4 37.1 34.0 43.8
PatchKD [5] 68.5 85.7 75.6 78.6 33.8 50.4 6.5 17.0 34.1 36.8 43.7 53.7
LSTKC [8] 54.7 76.0 81.1 83.4 49.4 66.2 20.0 43.2 44.7 46.5 50.0 63.1
DKP [7] 60.3 80.6 83.6 85.4 51.6 68.4 19.7 41.8 43.6 44.2 51.8 64.1
Ours 59.9 81.0 83.9 85.6 51.5 67.4 19.6 41.5 43.2 44.9 51.6 64.1

Table 2. Performance on training Order-3: Market-1501→CUHK-SYSU→DukeMTMC-ReID→MSMT17-V2→CUHK03.

Method
DukeMTMC MSMT17 Market CUHK-SYSU CUHK03 Average
mAP R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP R1

Joint 60.4 75.7 24.6 48.9 68.1 85.2 81.4 83.8 42.7 43.6 55.4 67.5
SPD [6] 28.5 48.5 3.7 11.5 32.3 57.4 62.1 65.0 43.0 45.2 33.9 45.5
LwF [1] 42.7 61.7 5.1 14.3 34.4 58.6 69.9 73.0 34.1 34.1 37.2 48.4
CRL [10] 43.5 63.1 4.8 13.7 35.0 59.8 70.0 72.8 34.5 36.8 37.6 49.2
AKA [2] 42.2 60.1 5.4 15.1 37.2 59.8 71.2 73.9 36.9 37.9 38.6 49.4
MEGE [3] 21.6 35.5 3.0 9.3 25.0 49.8 69.9 73.1 34.7 35.1 30.8 40.6
PatchKD [5] 58.3 74.1 6.4 17.4 43.2 67.4 74.5 76.9 33.7 34.8 43.2 54.1
LSTKC [8] 49.9 67.6 14.6 34.0 55.1 76.7 82.3 83.8 46.3 48.1 49.6 62.1
DKP [7] 53.4 70.5 14.5 33.3 60.6 81.0 83.0 84.9 45.0 46.1 51.3 63.2
Ours 53.7 70.6 15.0 34.3 60.5 81.1 83.4 84.9 45.3 46.6 51.6 63.5

Table 3. Performance on training Order-4: DukeMTMC-ReID→MSMT17-V2→Market-1501→CUHK-SYSU→CUHK03.
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Figure 2. The t-SNE visualization of the Market-1501 dataset at each training stage, where different colours represent different identities.
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Figure 3. Re-identification results on the Market-1501 dataset.
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Figure 4. Re-identification results on the LTCC and the PRCC datasets.
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Figure 5. Re-identification results on the MSMT17-V2 dataset.
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Figure 6. Re-identification results on the CUHK03 dataset.


