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Abstract

The enhancement of generalization in robots by large
vision-language models (LVLMs) is increasingly evident.
Therefore, the embodied cognitive abilities of LVLMs based
on egocentric videos are of great interest. However, current
datasets for embodied video question answering lack com-
prehensive and systematic evaluation frameworks. Critical
embodied cognitive issues, such as robotic self-cognition,
dynamic scene perception, and hallucination, are rarely ad-
dressed. To tackle these challenges, we propose ECBench,
a high-quality benchmark designed to systematically eval-
uate the embodied cognitive abilities of LVLMs. ECBench
features a diverse range of scene video sources, open and
varied question formats, and 30 dimensions of embodied
cognition. To ensure quality, balance, and high visual de-
pendence, ECBench uses class-independent meticulous hu-
man annotation and multi-round question screening strate-
gies. Additionally, we introduce ECEval, a comprehensive
evaluation system that ensures the fairness and rationality
of the indicators. Utilizing ECBench, we conduct extensive
evaluations of proprietary, open-source, and task-specific
LVLMs. ECBench is pivotal in advancing the embodied
cognitive capabilities of LVLMs, laying a solid foundation
for developing reliable core models for embodied agents.
All data and code is available at https://github.com/Rh-
Dang/ECBench.

1. Introduction

Spurred by the significant advancements in large language
models (LLMs), Al researchers are now more optimistic
than ever about achieving artificial general intelligence.
Many pioneering studies aim to cognize the physical world
by developing models capable of understanding multimodal
inputs, such as MiniGPT-4 [42], Video-LLaMA [40], etc.
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However, these models are typically trained and evaluated
on non-egocentric inputs. Therefore, it is crucial to examine
the barriers to their application in embodied environments.

A comprehensive and reliable benchmark is essential

for evaluating the multimodal understanding capabilities
of models in egocentric embodied contexts. Such bench-
marks are very scarce due to the challenges involved in
egocentric video collection and embodied questions annota-
tion. ScanQA [1] and SQA3D [26] are representative close-
vocabulary benchmarks for 3D scene understanding. These
task-specific datasets are insufficient to comprehensively
assess task-generalized LVLMs. Therefore, OpenEQA [27]
introduces the first open-vocabulary benchmark to assess
foundational models’ question-answering capabilities in in-
door embodied videos. Despite these efforts, the current
evaluation of LVLMs in embodied scenarios has the follow-
ing limitations:

* Not Systematic: Current benchmarks focus on indepen-
dent embodied abilities, such as object recognition and
counting. They lack a comprehensive top-down analy-
sis of embodied cognition requirements, leading to limi-
tations in evaluation hierarchy and dimensions.

* Lack of Robot-Centric: As illustrated by the robot-
centric example in Fig. 1, robots often need to address
questions related to their own embodiment, such as the
distance to a target, or their historical trajectory. How-
ever, benchmarks like OpenEQA focus solely on third-
person scenario questions, significantly overlooking the
evaluation of robots’ self-awareness.

* Lack of Dynamics: In the real physical world, scene dy-
namics are perpetually ongoing, as exemplified by video
content changes on the screen in the dynamic scene exam-
ple of Fig. 1. For complex tasks like “Revert the screen
content to before you faced the whiteboard,” a robot must
recognize these dynamics and accurately recall their tim-
ing and process. However, current embodied question an-
swering benchmarks typically overlook these dynamic as-
pects, defaulting to static context assumptions.

* Hallucination issue: Although the hallucination phe-
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Figure 1. Illustration of question answering (QA) format and representative cognitive dimensions from ECBench. There are 386
RGB-D videos, 4,324 QA pairs, and 30 distinct embodied cognitive abilities, spanning across various aspects such as perception, reasoning,
self-awareness, dynamic capturing, and hallucination. ECEval employs distinct evaluation methods for different types of answers.

nomenon has been extensively analyzed within LVLMs,
embodied-based question answering presents unique hal-
lucination challenges. For instance, as depicted in the hal-
lucination example of Fig. |, LVLMs like GPT-40 often
rely too much on common sense in the scene when an-
swering questions in counterintuitive scenes, resulting in
incorrect answers. These embodied hallucination issues
remain unexplored in the academic literature.

To address the aforementioned challenges, we pro-
pose ECBench, a comprehensive video question answer-
ing benchmark designed to evaluate the embodied cogni-
tive abilities of LVLMs. ECBench covers three sets: static
scenes, dynamic scenes, and hallucinations. Within the
static scene category, we systematically categorize ques-
tions into scene-based and robot-centric types, encompass-
ing 19 cognitive abilities such as spatial reasoning and tra-
jectory review. Notably, we innovatively introduce robot-
centric cognitive questions, aiming for the models to de-
velop self-awareness and understand the relationship be-
tween their own entity and the environment. Robot-centric
cognition is crucial when robots frequently move and per-
form complex tasks, such as searching and transporting.

Additionally, we propose the first open-world question
answering task for dynamic scenes, encompassing dynam-
ics both within and beyond immediate visibility. To high-
light the model’s capability in perceiving scene dynamics,
all questions are related to changes within the scene. We
focus on four categories: spatial dynamics, information dy-
namics, quantity dynamics, and state dynamics.

We further evaluate hallucination issues specific to em-
bodied scenes from seven detailed perspectives, grouped
into two aspects: over-confidence in common sense and

over-confidence in user input. Over-confidence in com-

mon sense impairs LVLMs’ ability to handle counterintu-
itive scenarios; for instance, they might struggle to accept
the visual fact of a toothbrush being next to a stove (Fig. 1).
Over-confidence in user input hinders LVLMs’ ability to
recognize ambiguous, incorrect, or missing references in
user input, substantially reducing the robot’s interactivity
during task execution.

During dataset collection, to fulfill the evaluation re-
quirements for different aspects of embodied cognition, we
permit annotators to flexibly employ various question for-
mats, including open-ended and multiple-choice questions.
For evaluation, we propose ECEval, a novel assessment
framework for question-answering tasks in embodied con-
texts. ECEval amalgamates binary scoring and multi-level
scoring, enabling accurate evaluation of answer correctness
for both open-ended and closed-ended questions (Fig. 1).
Uniquely, we execute a multi-round screening strategy sup-
ported by GPT-40 blind testing to minimize the proportion
of questions that can be answered solely based on com-
mon sense. Overall, the benchmark encompasses 4,324
unique question-answering (QA) pairs provided by volun-
teers, covering a total of 30 fine-grained evaluation angles.

Based on ECBench, we comprehensively evaluate the
embodied cognitive abilities of various LVLMs. Our as-
sessment encompasses open-source and proprietary gen-
eral LVLMs [13, 25, 38], as well as embodied / egocen-
tric LVLMs [3, 35]. Notably, all mainstream LVLMs ex-
hibit poor performance in dynamic scenes and embodied
hallucination issues. Furthermore, in static scenes, robot-
centric questions (first-person) present greater challenges
compared to scene-based questions (third-person). These



Visual Input Question Answering Pairs Evaluation Domain

Benchmark Real . | Open . Number of Robot Dynamic

Scenes RGB-D Egocentric Vocab. Generation QA Form Capabilities Centric Halluc. Scene
ScanQA [1] v v v Automatic/Human Open —
SQA3D [26] v v v Human Open — v
Env-QA [10] v v Template Open 5 v
RoboVQA [34] v v v Automatic Open 8 v
OpenEQA [27] v v v v Human Open 7
MMBench-Video [9] v v Human Open 26 v v
MVBench [20] v v Template/Automatic Close 20 v
ECBench(Ours) v v v v Human Open/Close 30 v v v

Table 1. Comparing ECBench and widely adopted Embodied / General VideoQA benchmarks. ECBench has significant advantages

in terms of quality, diversity and evaluation dimensions.

results indicate that contemporary LVLMs only possess
third-person cognition in static scenes, while they strug-
gle to achieve first-person understanding in dynamic scenes.
We aim for ECBench to drive the development of LVLMs
toward more practical embodied scenarios.

2. Related Work

We compare ECBench with popular general and embodied
video question answering (VideoQA) benchmarks in Tab. 1.

2.1. General VideoQA Benchmarks

VideoQA technology promotes the model understanding of
the world. Initially, popular evaluation benchmarks con-
centrate on specific domains such as movies [36], TV series
[11, 18], and video games [30]. However, with the advent
of LVLMs, the scope of model applicability has broadened.
To evaluate these LVLMs in all aspects, comprehensive
benchmarks [9, 19, 20, 28] have emerged. MMbench-video
[9] uses a carefully constructed capability classification.
MVBench [20] introduces a novel framework of spatial-
temporal task construction. Nonetheless, general VideoQA
benchmarks focus on YouTube videos and seldom incorpo-
rate embodied-specific QA formats. Our ECBench main-
tains the comprehensive and systematic nature of general
benchmarks while far exceeding them in embodied cogni-
tion (e.g. 3D spatial understanding, robot self-awareness).

2.2. Embodied VideoQA Benchmarks

In embodied scenarios, VideoQA-based evaluations can ef-
fectively gauge a model’s understanding of its environment
and tasks. ScanQA [1], SQA3D [26], and Env-QA [10]
are typical datasets for traditional scene question answer-
ing with a closed vocabulary. These datasets have a strong
text bias and relatively limited question forms. RoboVQA
[34], EgoPlan-Bench [4], and PCA-Bench [2] focus on test-
ing task-planning abilities of LVLMs but lack direct evalua-
tion of cognitive capabilities. OpenEQA [27] represents the
first open vocabulary benchmark in the realm of embodied

video understanding. However, it lacks robot-centric ques-
tions and dynamic scenes. ECBench is the first work to
systematically analyze the embodied cognition of LVLMs,
allowing researchers to explore the frontiers of LVLMs in
robots.

3. ECBench

In this section, we introduce the construction and detailed
statistics of ECBench.

3.1. Benchmark Construction

Video Collection Traditional embodied question answer-
ing videos typically involve the comprehensive scanning of
3D scenes. Alternatively, some datasets, like OpenEQA and
Env-QA, create more diverse videos by manually simulat-
ing motion trajectories in virtual scenes [8, 15]. In contrast,
ECBench enhances video diversity by integrating virtual
scenes with real scenes and combining static scenes with
dynamic scenes. Although current LVLMs can’t process
depth information, ECBench still includes depth maps that
are crucial for embodied tasks.

Firstly, we employ an open-world object navigation
agent [16] and an active embodied question-answering
agent [33] to capture robotic authentic video streams in the
HM3D environment [32]. These videos exhibit increased
instances of hesitation and pauses compared to those man-
ually gathered by humans, thereby offering a more realis-
tic representation of robotic perception during task execu-
tion. Secondly, we carefully select 191 real scan videos
from ScanNet [7] and MultiScan [29]. Lastly, utilizing the
Intel RealSense depth camera, we collect videos of coun-
terintuitive scenes and dynamic scenes from the real world,
providing a data basis for evaluating hallucination problems
and dynamic perception.

Capability Taxonomy Motivated by the popular general
VideoQA benchmarks [9, 20, 28, 41], we implement an en-
hanced systematic approach to categorize various embod-
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Figure 2. Overview of embodied cognition dimensions in ECBench. ECBench includes three subsets: static scenes, dynamic scenes,
and hallucination, evaluating a total of 30 embodied cognitive abilities.

ied cognitive abilities (Fig. 2). ECBench is categorized into
three primary sets: static scene QA, dynamic scene QA, and
hallucination evaluation.

Static scene QA employs a hierarchical classification
system divided into three levels of cognitive abilities. At
the L1 level, there are two higher-order cognitive functions:
scene-based cognition and robot-centric cognition. Scene-
based cognition is concerned with understanding scene in-
formation and can be further divided into perception and
reasoning. In contrast, robot-centric cognition necessitates
a level of self-awareness in the model, enabling it to un-
derstand its position and impact within the physical envi-
ronment. We divide robot-centric cognition into three parts:
historical cognition, present cognition, and future cognition.
Overall, static scene QA encompasses 19 distinct cognitive
abilities, comprehensively covering the cognitive demands
of robots in static environments. The detailed classification
is presented in Fig. 2.

Dynamic scene QA can be divided into four categories
according to their dynamic characteristics: spatial, state, in-
formation, and quantity dynamics. We design videos and
questions specifically tailored to highlight these dynamic
features. Emphasis is also placed on the temporal and spa-
tial dynamics within robot movement in our questions.

In embodied scenarios, hallucinations are not merely a
bias under 2D vision but are also closely related to the
model’s over-confidence in common sense and user input
in 3D scenarios. We propose four categories of counter-
intuitive questions (Fig. 2) to evaluate LVLMs’ common-
sense hallucinations. Furthermore, over-confidence in user
input can inhibit the model’s ability to identify ambiguous
references, missing references, and erroneous references in
user instructions, significantly impairing the effectiveness

of human-robot interaction.
Examples of each category are presented in Appendix 6.

Construction of Question-Answer Pairs Current bench-
marks for embodied VideoQA utilize two forms of QA pair
construction. One is to use template sentences and object
annotations within 3D environments to automatically cre-
ate standard QA pairs, which tend to have a limited textual
form [10]. Another is to use LVLMs like GPT-4 to generate
QA pairs, supplemented by automatic or manual filtering
mechanisms [34]. However, these generated QA pairs only
rely on single-frame information, lacking the ability to eval-
uate the model’s cognitive ability to entire 3D scenes and
dynamic events. Therefore, we employ manual annotation
methods to construct ECBench.

ECBench contains 30 cognitive abilities, which will re-
sult in a significant category imbalance if traditional video-
by-video question-annotation methods are used. Therefore,
we implement a category-independent annotation approach
by assigning volunteers a predetermined number of tasks
related to each cognitive ability. This method ensures a bal-
anced distribution between the quantity of QA pairs associ-
ated with both rare and common abilities.

After completing all data labeling, we conduct a filter-
ing process for commonsense questions. It is widely rec-
ognized that LVLMs possess extensive prior knowledge in
common sense but often struggle to align with visual reality
[14, 24, 39]. Our objective is to reduce the number of ques-
tions that rely solely on common sense, allowing ECBench
to concentrate on visual cognition. Specifically, we employ
GPT-40 to answer all the questions six times without visual
inputs, followed by manual revisions of questions consis-
tently answered correctly to enhance their reliance on vi-
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Figure 4. Comparison with OpenEQA [27] on textual data,
including the distribution of question lengths, average question
length, maximum question length, vocabulary size, number of
questions, and number of capabilities.

sual input. This process is iterated thrice. Ultimately, we
perform stringent cross-validation on all questions to guar-
antee the accuracy of QA pairs. The final ECBench includes
static scene QA, dynamic scene QA, and hallucination QA,
systematically evaluating LVLMs from various embodied
cognitive abilities.

Evaluation Framework In ECBench, most answers are
close-ended and explicit, while some open-ended answers
involve an element of ambiguity. To address this issue, we
propose ECEval, a combined evaluation system integrat-
ing both multi-level and binary judgments. We first parti-
tion ECBench into two parts: open-ended and close-ended.
For the close-ended part, we prompt GPT-40 to assign a
straightforward binary score of either O or 1. For the open-
ended part, we manually annotate a 0.5-point answer for
each open-ended question. In the evaluation, open-ended
answers are scored by GPT-40 on a scale from O to 1 in
increments of 0.2, based on 0.5-point answers. This eval-
uation framework facilitates more precise scoring for ques-
tions with definitive answers and provides a more nuanced
scoring methodology for open-ended inquiries. Further de-
tails can be found in Appendix 7.

3.2. Dataset Statistics

Video Source As illustrated in Fig. 3b, ECBench com-
prises 386 RGBD videos exploring indoor scenes, sourced

from ScanNet [7], MultiScan [29], HM3D [32], and self-
collections. We select 140 and 51 real-world videos from
the ScanNet and MultiScan datasets, respectively, chosen
based on the richness of scene information. Additionally,
ECBench includes 111 first-person perspective videos of
agents performing tasks in the HM3D virtual environment,
with 49 videos originating from the Embodied Question
Answering Agent [33] and 62 videos from the Object Navi-
gation Agent [16]. We manually collect scenes that are less
common in public datasets, featuring 44 counterintuitive
scenes and 40 dynamic scenes. As depicted in Fig. 3a, each
video’s scene category has been manually annotated. Over-
all, ECBench comprises 12 distinct indoor scenes. Beyond
common scenes like bedrooms and kitchens, ECBench also
includes rare scenes such as stairways and recreation rooms,
providing a comprehensive evaluation of the model’s adapt-
ability across diverse environments.

QA Pairs As shown in Fig. 3c, ECBench comprises
4,324 QA pairs, systematically evaluating LVLMs from 30
cognitive perspectives. In previous benchmarks, such as
OpenEQA [27], the QA pairs only include a limited range
of ability categories. ECBench not only provides a more
systematic classification and analysis of embodied cogni-
tive abilities but also introduces 534 hallucination QA pairs
and 248 dynamic scene QA pairs. As illustrated in Fig. 4,
the average question length in ECBench is 16.88, which is
twice that of OpenEQA. ECBench includes more complex
and diverse questions and contains a vocabulary of 4,513
words, which is 2.6 times larger than OpenEQA. Further
dataset analysis is presented in Appendix 8.

4. Experiment

Based on ECBench, we conduct extensive evaluations of
native Video-LVLMs, open-source and proprietary Image-
LVLMs, as well as embodied and egocentric LVLMs. For
the open-source models, we utilize their default hyperpa-
rameters for inference. Further experimental details and
prompts are presented in Appendix 9.



Model Overall Static Scene Dynamic Scene Hallucination
Mean SB RC | Mean | ID QD SPD STD | Mean | Ul CS | Mean
Blind LLMs
GPT-40 | 2409 [2532 33.06 [ 2826 | 476 0.00 10.00 13.81 | 8.55 | 1.83 536 [ 3.56
Native Video-LVLMs
Video-LLaMA2-7B-[16f] [6] | 33.87 | 41.23 33.52 | 3830 | 16.51 5.71 1697 11.19 | 1331 | 4.03 2429 | 13.93
Video-LLaVA-7B-[8f] [23] 3525 | 41.21 3725 | 39.71 | 1841 1429 19.20 16.67 | 17.66 | 1.10 2697 | 13.75
Kangaroo-8B-[64f] [25] 36.23 | 40.79 40.01 | 4049 | 1920 17.14 1697 1595 | 1742 | 037 33.49 | 16.55
LongVA-7B-[384f] [21] 40.47 | 49.03 3856 | 45.05 | 28.57 857 1394 16.67 | 17.82 | 8.06 33.49 | 20.49
Open-Source Image-LVLMs
Idefics3-8B-[8f] [17] 3276 | 36.31 36.49 | 36.38 | 1143 857 13.64 14.53 | 12.66 | 586 30.73 | 18.01
Idefics3-8B-[20f] 3335 | 36.56 38.09 | 37.14 | 18.10 857 10.61 19.29 | 15.16 | 476 28.89 | 16.55
InternVL2-40B-[8f] [5] 3541 | 4034 38.16 | 39.51 | 30.16 2.86 15.15 1690 | 17.82 | 293 30.19 | 16.25
InternVL2-40B-[20f] 3594 | 41.27 38.09 | 40.06 | 33.33 0.00 12.12 21.66 | 19.03 | 3.66 29.58 | 16.33
Qwen2VL-7B-[8f] [38] 37.28 | 43.23 3831 | 41.36 | 23.81 571 19.67 1690 | 17.82 | 549 33.33 | 19.10
Qwen2VL-7B-[20f] 39.57 | 46221 3933 | 43.60 | 32.70 857 19.70 1833 | 2097 | 440 39.08 | 21.35
Qwen2VL-72B-[8f] 41.57 | 4828 4352 | 46.47 | 33.65 857 18.18 1643 | 20.16 | 476 33.56 | 18.84
Qwen2VL-72B-[20f] 44.62 | 52.40 4395 | 49.19 | 37.14 11.43 18.18 24.05 | 24.03 | 586 42.38 | 23.71
Proprietary Image-LVLMs
GPT-4v-[8f] [31] 39.16 | 45.09 40.16 | 43.22 | 29.52 857 22,12 2024 | 2145 | 9.16 32.11 | 20.37
GPT-40-mini-[8f] [13] 39.71 | 46.00 40.35 | 43.86 | 2825 17.14 1697 19.05 | 20.56 | 9.16 33.26 | 20.94
GPT-40-mini-[32f] 43.69 | 51.20 43.12 | 48.13 | 26.35 20.00 15.15 18.10 | 19.68 | 9.89 41.38 | 25.28
GPT-40-[8f] [13] 4596 | 5295 45091 | 50.27 | 36.83 11.43 21.21 2333 | 24.52 | 9.52 45.67 | 27.19
GPT-40-[32f] 50.35 | 59.74 49.04 | 55.06 | 25.71 1429 22.73 24.04 | 22.74 | 7.69 57.01 | 31.80
Embodied / Egocentric LVLMs
GeLM-7B-[180f] [3] 21.54 | 2572 2370 | 2495 | 508 571 818 351 548 | 037 1249 | 6.29
AlanaVLM-7B-[64f] [35] 34.75 | 40.38 36.61 | 3895 | 19.05 571 19.70 14.76 | 1589 | 1.83 29.96 | 15.58
Human 9496 | 97.45 9321 | 9586 | 91.77 97.21 9432 96.25 | 94.55 | 82.74 9691 | 89.21

Table 2. Main evaluation results of various LVLMs on ECBench. We evaluate in three major categories: Static Scenes, Dynamic Scenes,
and Hallucinations. SB and RC represent Scene-Based and Robot-Centric, respectively. ID, QD, SPD, and STD stand for Information
Dynamics, Quantity Dynamics, Spatial Dynamics, and State Dynamics, respectively. Ul and CS represent Over-Confidence in User Input
and Over-Confidence in Common Sense, respectively. -[Nf] indicates the method take N frames uniformly sampled from a video as input.

4.1. Main Results

Blind LLM In the first row of Tab. 2, we conduct a
blind evaluation of ECBench using GPT-40 [13] without the
video input. This score reflects the extent to which reliance
solely on the common sense and guessing ability of LVLMs
can achieve. ECBench includes 90.31% close-ended ques-
tions to ensure the accuracy of the evaluation. Despite
this, the blind evaluation score for ECBench reaches only
24.09, which is a 28% reduction compared to the entirely
open-ended OpenEQA (33.5). This indicates that ECBench
significantly outperforms OpenEQA in terms of evaluation
precision and visual dependency.

Native Video-LVLMs We assess popular general and
long context native Video-LVLMs. The long video mod-
els are capable of incorporating more frames, which is crit-
ical for embodied videos with high dynamic views. Con-
sequently, the SOTA model in the domain of long video
understanding, LongVA-[384f] [21], achieves 40.47, mak-
ing it the best among open-source Video-LVLMs. However,
in dynamic scenes, models with more input frames do not

show a significant improvement. This suggests that, Video-
LVLMs fundamentally lacks the ability to capture and un-
derstand dynamic scenes.

Open-Source Image-LVLMs Qwen2VL [38] exhibited
impressive performance, achieving 44.16, surpassing GPT-
4o-mini. Additionally, we observe that as model capabil-
ities improved, the gains from increasing the number of
input frames became more pronounced. When the input
is expanded from 8 frames to 20 frames, the Qwen2VL-
72B score increases by 3.05, whereas the performance of
InternVL2-40B [5] remains virtually unchanged.

Proprietary Image-LVLMs The GPT series models are
widely regarded as the most capable proprietary models
for multimodal understanding. We evaluate several mod-
els from this series, including GPT-4v [31], GPT-40-mini,
and GPT-40. GPT-40-[32f] exhibits the strongest embod-
ied cognitive abilities, achieving 50.35. This score is 12.8%
higher than the best open-source Image-LVLMs and 24.4%
higher than the best native Video-LVLM:s.



Model Overall Perception Reasoning

Mean | SS SF AR COM COU OR OCR SR |Mean| FR STR SPR MR |Mean
AlanaVLM-7B-[64f] | 40.38 |52.60 59.37 46.21 39.08 28.75 52.21 7.84 34.68|40.44 |55.46 49.46 39.54 21.49|40.28
LongVA-7B-[384f] 49.03 |71.10 74.05 62.61 51.15 32.19 60.39 31.76 43.17|52.34|61.84 56.39 40.00 22.41|43.73
Qwen2VL-72B-[8f] | 48.28 |64.74 75.57 67.45 36.78 38.59 55.97 19.61 42.30|50.34 |43.14 55.41 42.27 36.35|44.98
Qwen2VL-72B-[20f] | 52.40 |64.05 74.30 71.68 35.06 48.69 65.58 43.73 37.99 | 55.05|51.68 60.20 48.66 34.77 | 48.16
GPT-40-[8f] 5295 6520 74.68 72.05 59.77 43.30 65.58 24.51 47.48|56.80 |48.43 51.02 47.00 41.66 | 46.77
GPT-40-[32f] 59.74 |67.98 77.97 75.03 61.49 54.21 72.21 49.02 47.91| 63.14 | 50.81 54.21 49.49 49.54 | 51.70

Table 3. Evaluation of sub-abilities under the Scene-Based (SB) category in the static scene set.

SS: Scene State, SF: Scene Function,

AR: Attribute Recognition, COM: Comparison, COU: Counting, OR: Object Recognition, SR: Spatial Relationship. FR: Function Rea-
soning, STR: State Reasoning, SPR: Spatial Reasoning, MR: Mathematical Reasoning.

Model Overall Historical Present Future

Mean TJR TPR Mean AA DA Mean SI MI CI Mean
AlanaVLM-7B-[64f] 36.61 40.09 37.14 38.92 33.61 34.36 33.96 38.65 33.72  39.30 37.09
LongVA-7B-[384f] 38.56 4047  36.43 38.86 37.81 41.03 39.32 3527  36.52 4257 37.85
Qwen2VL-72B-[8f] 43.52 4396  50.00 46.36 3470  43.08 38.65 43.67 43.67 49.12 45.26
Qwen2VL-72B-[20f] 43.95 4434  48.57 46.02 39.00 41.54 40.19 43.86 4512  47.49 45.37
GPT-40-[8f] 4591 4726  54.29 50.06 37.44  46.67 41.79 42.03 46.09 51.81 46.32
GPT-40-[32f] 49.04 52.17 53.57 52.73 38.17 51.28 44.35 4792 47.63 5591 50.15

Table 4. Evaluation of sub-abilities under the Robot-Centric (RC) category in the static scene set. TIR: Trajectory Review, TPR:
Temporal Reasoning, AA: Azimuth Awareness, DA: Distance Awareness, SI: Spatial Imagery, MI: Movement Imagery, CI: Causal Imagery.

Embodied / Egocentric LVLMs Currently, there are sev-
eral LVLMs designed to handle multimodal understanding
in embodied and egocentric contexts. We evaluate two
notable models: AlanaVLM [35] and GeLM [3]. Unfor-
tunately, their performance in embodied cognition is un-
derwhelming. GeLM, which is mainly trained using ego-
centric videos obtained from XR devices, faced a signifi-
cant domain gap when applied to robotic videos, resulting
in a low score of 21.54. AlanaVLM performs reasonably
well on the OpenEQA benchmark, but it scores only 34.75
on ECBench. These findings suggest that ECBench offers
more thorough evaluation dimensions, objectively reflect-
ing the embodied cognitive capabilities of LVLMs.

4.2. Evaluation in Static Scene

Questions in static scenes are divided into two categories:
Scene-Based and Robot-Centric. Scene-Based questions
concentrate on assessing the LVLMs’ scene comprehen-
sion from a third-person viewpoint, whereas Robot-Centric
questions focus on the relationship between the robot itself
and the environment from a first-person viewpoint.

Scene-Based Questions Table 3 illustrates the ability of
various models to answer Scene-Based questions. Among
the eight categories of Perception questions, Counting,
OCR, and Spatial Relationship are the areas where cur-
rent LVLMs are least proficient. These deficiencies hin-
der robots from accurately recognizing the intricacies of
their surrounding environments when completing tasks. For
GPT-40-[32f], the scores for Attribute Recognition and Ob-
ject Recognition are 75.03 and 72.21, respectively. This

suggests that the advanced LVLMs can provide crucial cog-
nition abilities for robots to navigate and manipulate indi-
vidual objects. Among the four categories of Reasoning
questions, Spatial Reasoning and Mathematical Reasoning
provide greater challenges for the models. GPT-40 attains
scores of 49.49 and 49.54 on these two difficult reason-
ing problems, clearly surpassing other models. LongVA
and Qwen2VL excel in Function Reasoning and State Rea-
soning, achieving scores of 61.84 and 60.20, respectively.
Overall, Reasoning problems impose higher demands on
model capabilities compared to Perception questions.

Robot-Centric Questions Table 4 demonstrates the abil-
ity of various models to answer Robot-Centric questions,
which are categorized as Historical, Present, and Future.
As an embodied LVLM, AlanaVLM achieves a score of
only 36.61 in the Robot-Centric cognition, significantly lag-
ging behind the SOTA generalist LVLMs. Current embod-
ied LVLMs do not acknowledge the significance of self-
awareness in robotics. LongVA-7B-[384f], as a model de-
signed for long video understanding, performs exception-
ally well in the Present category, with only a 0.87 gap from
Qwen2VL-72B. The richer temporal visual information is
crucial for robots to construct scene models and develop
self-awareness (e.g. position and orientation). Notably,
the number of theoretically answerable questions for robot-
centric questions significantly increases with the enhance-
ment of the input frame count. However, it is only in pow-
erful proprietary models like GPT-40 that we can clearly ob-
serve the benefits of increasing input frame numbers. Thus,



Ul CS
MRF ERF ARF| SC OAC COC CC
AlanaVLM | 1.69 3.41 0.00 |28.33 24.09 28.96 43.24
LongVA 11.02 5.68 5.97 |2595 4136 32.71 43.24
Qwen2VL | 11.86 2.27 0.00 | 47.14 38.18 40.83 40.54
GPT-40 1441 455 0.00 |45.95 5545 66.46 59.46

Model

Table 5. Evaluation of sub-abilities in the Hallucination set.
MRE, ERF, and ARF represent Missing, Erroneous, and Ambigu-
ous Reference. SC, OAC, COC, and CC represent Spatial, Object
Attribute, Co-occurrence, and Comparative Countersense.

current LVLMs urgently need to improve their ability to
capture egocentric temporal information.

4.3. Evaluation in Dynamic Scene

All Dynamic Scene questions involve changes occurring
within the scene. Notably, numerous changes occur out-
side the robot’s immediate line of sight. LVLMs need to
remember and compare scene information to effectively
answer these questions. These questions are categorized
into four types: Information Dynamics, Quantity Dynam-
ics, Spatial Dynamics, and State Dynamics. As shown in
Table 2, Quantity Dynamics presents the greatest challenge
for LVLMs, with InternVL2-40B-[20f] even scoring zero
on this task. Overall, current models show a complete in-
ability to perceive the dynamic elements in the scene. How-
ever, for robots, the environment is constantly changing
while they execute their tasks, which raises concerns about
how to enable LVLMs to fully cognize these dynamics.

4.4. Evaluation of Hallucinatory Phenomena

The primary hallucination issues when completing embod-
ied tasks are categorized into two types: Over-Confidence
in User Input and Over-Confidence in Common Sense. We
hope that LVLMs can recognize erroneous or ambiguous
user inputs and correct them through subsequent dialogue.
However, in the UI (User Input) category of Table 5, none
of the LVLMs manages to handle this situation. In con-
trast, some questions in the CS (Common Sense) category
are addressed with relatively good accuracy. Notably, GPT-
40 achieves a score of 66.46 on co-occurrence countersense
questions. This commendable performance is largely at-
tributed to ongoing efforts in general multimodal halluci-
nation research [12, 22, 37] regarding these problems. We
hope that ECBench will draw the attention of more re-
searchers to embodied hallucination issues and promote the
development of more robust embodied cognitive LVLMs.

4.5. ECEval Evaluation Method

Currently, there are two mainstream evaluation methods for
question-answering tasks in open-world settings. One is bi-
nary scoring, the other is multi-level scoring. In Fig. 5, we
emphasize the advantages of our ECEval method relative

Multilevel Scoring

@ Binary Scoring @ ECEval
RN W5 U

What will happen if you knock in front now? @ 0
<GT Answer>: The mirror on the wall will break

@oj
H o

If you take down the outermost hanging
clothes on the laundry room door, will the white shirt still @ 1
be hanging on the door?

Something will be damaged.
<GPT-40 Answer>: You will knock on a mirror.

0.6
@

Close-Ended Question]

<GT Answer>: It will still hang on the door.

<GPT-40 Answer>: Yes

[ Open-Ended Question

Figure 5. Comparison of results between ECEval, Binary Scor-
ing, and Multilevel Scoring, for open-ended and closed-ended
questions. Notably, only open-ended questions are annotated with
0.5-point answers .

to these two typical evaluation methods. As shown in the
open-ended example in Fig. 5, binary scoring fails to sen-
sitively indicate changes in model abilities. Alternatively,
the multi-level scoring without reference may result in inac-
curate ratings due to GPT4o biases. ECEval has 0.5-point
answers as references for open-ended questions, allowing
GPT4o to provide more accurate scoring. As shown in the
close-ended example in Fig. 5, while the GPT40 answer
differs in phrasing from the standard answer, the semantic
content is entirely consistent. However, using multi-level
scoring would prevent awarding full points. ECEval em-
ploys a binary evaluation mode for close-ended questions
to avoid such issues. Thus, in a comprehensive benchmark
like ECBench, relying solely on binary or multi-level eval-
uation modes is inherently flawed. Our proposed ECEval
synthesizes the strengths of these evaluation methods, yield-
ing more adaptable and precise evaluation outcomes.

5. Conclusion

This work proposes ECBench, a holistic open-world bench-
mark for embodied cognition. ECBench comprises three
test sets: static scene, dynamic scene, and hallucination, en-
abling a detailed assessment of LVLMSs’ capabilities across
30 embodied cognition tasks. In addition, we introduce
ECEval, which ensures the accuracy and smoothness of the
ECBench scoring. Extensive evaluations on ECBench re-
veal that various LVLMs struggle to perform well on com-
mon embodied situations, such as robot-centric, dynamic
scenes and instruction ambiguity. We hope that ECBench
will facilitate the advancement of LVLMs towards a more
complex and diverse physical world.
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Supplementary Material

6. Capability Taxonomy Details

In Sec. 3.1 of the main paper and in Fig. 2, we present the
process of constructing the embodied cognition dimensions
for ECBench. In this section, we will elaborate on the de-
sign principles and specific details underlying each capabil-
ity dimension evaluated within ECBench. Furthermore, we
will provide numerous examples for reference.

6.1. Static Scene

In static scene datasets, there are two types of questions:
scene-based and robot-centric.

6.1.1. Scene-Based

Examples of all types of problems within the scene-based
category can be found in Fig. 6 and Fig. 7. We categorize
scene-based questions into two types: perception and rea-
soning. Perception-type questions assess the capability of
large vision-language models (LVLMs) to directly capture
information from the environment, whereas reasoning-type
questions require LVLMs to address more complex reason-
ing problems based on the environment information. Con-
sequently, perception serves as the foundation for LVLMs
in solving reasoning problems.

Perception

e Comparison (Fig. 6): Comparing certain information
within a scene, such as the size of objects and their dis-
tances.

* Scene Function (Fig. 6): The comprehension of the over-
all function of a scene, such as meetings, classes, or
bathing.

» Spatial Relationship (Fig. 6): The understanding of spa-
tial relationships between multiple objects, including con-
cepts such as entangle, coverage, and verticality.

¢ Attribute Recognition (Fig. 6): The identification of at-
tributes of individual objects, such as color, condition,
and shape.

¢ Object Recognition (Fig. 6): The acknowledgment of
the existence and position of individual objects.

¢ Scene State (Fig. 6): The identification of the overall
state of a scene, including factors like tidiness, brightness,
and clutter.

* OCR (Fig. 7): The recognition and analysis of textual
content present within a scene.

* Counting (Fig. 7): To identify the quantity of certain
objects in a scene or to comprehend reference resolution
within a sequence.

Reasoning

* Mathematical Reasoning (Fig. 7): This involves pos-
sessing fundamental mathematical knowledge and utiliz-
ing it to address mathematical computation problems re-
lated to the physical world.

» Spatial Reasoning (Fig. 7): This requires an initial un-
derstanding of the spatial relationships between objects
within a scene, followed by tackling more complex prob-
lems that arise from these spatial relationships.

» State Reasoning (Fig. 7): This necessitates a founda-
tional comprehension of the states of objects in a scene,
followed by resolving more complex issues stemming
from these states.

* Function Reasoning (Fig. 7): This entails first under-
standing the functions of objects within a scene, and
subsequently addressing the more intricate problems that
arise as a consequence of these functions.

6.1.2. Robot-Centric

Examples of all types of questions within the robot-centric
category can be found in Fig. 8 and Fig. 9. It is important
to note that robot-centric questions inherently assume the
following fact: the subject of the video footage is a mobile
robot. This robot is capable of moving forward and back-
ward, rotating left and right, and tilting its head to observe
upward and downward. All questions categorized as robot-
centric pertain to the robot itself, rather than being solely
answerable based on isolated scene information. Based on
the temporal dimensions of questions focus, we categorize
robot-centric questions into three types: historical, present,
and future.

Historical

» Temporal Reasoning (Fig. 8): Questions related to tem-
poral elements such as time points, time intervals, and the
sequencing of events based on the historical actions of the
robot.

* Trajectory Review (Fig. 9): Retrospective examination
of the robot’s actions and path, addressing issues pertinent
to the robot’s spatial movement.

Present

» Azimuth Awareness (Fig. 8): The understanding of the
positional relationship between the robot and its environ-
ment based on the robot’s current location and orientation
(as indicated by the last frame).



* Distance Awareness (Fig. 8, Fig. 9): The comprehen-
sion of the distance relationship between the robot and
its environment, derived from the robot’s current position
and orientation (as indicated by the last frame).

Future

* Movement Imagery (Fig. 8): Envisioning the robot’s fu-
ture movements and the resultant changes in its spatial
position.

» Spatial Imagery (Fig. 9): Imagining a hypothetical sce-
nario in which the robot occupies a certain location,
thereby analyzing the spatial relationships between the
robot and its surrounding environment.

e Causal Imagery (Fig. 9): Imagining the potential im-
pacts that certain actions taken by the robot would have
on the environment.

6.2. Dynamic Scene

¢ Quantity Dynamic (Fig. 10): The increases, decreases,
and transfers of the quantity of objects within an environ-
ment.

Spatial Dynamic (Fig. 10): The changes in the spatial
positions of individual objects, such as changes in direc-
tion, alterations in speed, and movement trajectories. The
changes in the spatial relationships among multiple ob-
jects, such as parallelism and perpendicularity, degrees of
overlap, and arrangements mode.

» State Dynamic (Fig. 10): The state changes of objects,
such as the on/off status of a light, the fullness or empti-
ness of a bottle, and the folding or unfolding of items. The
state changes of scenes, such as brightness and darkness,
as well as orderliness versus disorder.

Information Dynamic (Fig. 10): The dynamics of tex-
tual information on a two-dimensional plane, such as the
content, color, and typography of the text. The dynamics
in the content displayed on screens, such as video play-
back and content transitions.

L]

6.3. Hallucination

Over-Confidence in Common Sense To investigate
whether the current LVLMs exhibit hallucinations due to an
excessive reliance on scene knowledge when handling em-
bodied tasks, we specifically collect a set of counterfactual
scenarios and pertinent questions to assess the LVLMs.

Spatial Countersense (Fig. 11): This refers to instances

where spatial relationships do not conform to conven-

tional expectations, such as a mouse pad placed atop a

mouse, or a weighing scale situated on a dining table.

Object Attribute Countersense (Fig. 11): This involves

objects possessing attributes or characteristics that are rel-

atively uncommon, for instance, a basketball smaller than

a mobile phone, or a purple toilet.

* Co-occurrence Countersense (Fig. 11): Unrelated ob-
jects are put together, and objects typically associated
with one another are deliberately separated. For example,
a pot and a comb do not frequently co-occur, whereas a
toothbrush and a toothbrush holder commonly do.

* Comparative Countersense (Fig. 11): Unexpected out-

comes in comparative assessments, such as a computer

being closer to a toilet than a roll of toilet paper is, or a

garbage bin being positioned at a height greater than that

of a sink.

Over-Confidence in User Input In online dialogues, the

trust that LVLMs place in user input is understandable.

However, in physical world interactions mediated by robots,

questioning user instructions and seeking clarification is

fundamental to ensuring smooth human-robot interaction.

* Missing Reference (Fig. 12): When certain key referents
in the user’s instructions are absent from the scene, the
model should identify these missing references.

* Erroneous Reference (Fig. 12): When the user’s instruc-
tions contain erroneous references, the model should au-
tonomously correct these errors and provide feedback to
the user.

* Ambiguous Reference (Fig. 12): When certain refer-
ences in the user’s instructions correspond to multiple en-
tities in the scene, the model should enumerate these ref-
erents and inquire with the user for clarification on the
intended reference.



[ Main Category : Static Scene Video Source : ScanNet }

Dimension: Scene-Based --- Perception --- Comparision
Q1: Ts the water bottle closer to the window or is the backpack closer to the window?
Ans1: Water bottle

Dimension: Scene-Based --- Perception --- Scene Function
Q1: What do people mainly do in this room?
L Ans1: Attending a class or a meeting

™\
Dimension: Scene-Based --- Perception --- Spatial Relationship
Q1: There are three wooden chairs in the classroom. What is their spatial relationship? In the same column, in the same
row, arranged in an \"L\" shape, or scattered around the classroom?
Ans1: In the same row
AN J

{ Main Category : Static Scene Video Source : ScanNet }

Dimension: Scene-Based --- Perception --- Attribute Recognition
Q1: Is the table lamp on?
L Ans1: Yes

Vs Y
Dimension: Scene-Based --- Perception --- Object Recognition

Q1: Is there a telephone in the room?
Ans1: Yes

Dimension: Scene-Based --- Perception --- Scene State
Q1: Whether the guest in this room has checked out and left
Ans1: No

Figure 6. Visualization of question answering examples in the static scene test set. The main focus is on the scene-based category. Part
1 out of 2.



[ Main Category : Static Scene Video Source : MultiScan ]

Dimension: Scene-Based --- Perception --- OCR
Q1: IfIsiton the largest sofa in the living room, there is a coffee table in front of me to the right. How many \"L\"s are
there in the largest word on this coffee table?

Ans1: One

Dimension: Scene-Based --- Perception --- Counting
Q1: How many old-fashioned wooden chairs with backrests are in the living room?

Ans1: Two old-fashioned wooden chairs with backrests

{ Main Category : Static Scene Video Source : ScanNet J

Dimension: Scene-Based --- Reasoning --- Mathematical Reasoning

Q1: Buying a monitor costs 100 yuan. How much will it cost to purchase all the monitors in the room?

Ans1: 800 yuan

Dimension: Scene-Based --- Reasoning --- Spatial Reasoning
Q1: Are the colorful clock and the door facing each other?
Ans1: No

Dimension: Scene-Based --- Reasoning --- State Reasoning
Q1: Do you think this room looks more like an office, a living room, or a bedroom? Why?

Ans1: It looks more like an office because the room contains items for multiple people, including several office chairs,
multiple monitors, and several cabinets, among other things.

Dimension: Scene-Based --- Reasoning --- Function Reasoning

Q1: There are 5 workstations in the room. The first workstation on the right when you enter the door is numbered 1, and
then they are numbered counterclockwise up to workstation 5. I am someone who likes to look out at the scenery while
working. Which workstation should I choose that is most suitable for me?

Ans1: Number 2 workstation

Figure 7. Visualization of question answering examples in the static scene test set. The main focus is on the scene-based category. Part
2 out of 2.



[ Main Category : Static Scene Video Source : HM3D J

Dimension: Robot-Centric --- Future --- Movement Imagery
Q1: Ifyou first turn 180° backward, then go straight forward until you're about to hit the wall, then turn 90° left, and after
walking a bit, you will find a door on the right side. What area will you enter after going through this door?

Ans1: Kitchen

J
Dimension: Robot-Centric --- Present --- Azimuth Awareness h

Q1: Suppose I come out from the room on your right and walk to the left. Which of the following areas could I be heading
to? Living room, bedroom, kitchen, dining room.?

Ans1: Living room, kitchen, dining room Y,
~

Dimension: Robot-Centric --- Historical --- Temporal Reasoning
Q1: How did you rotate from the first time you saw the desk to the first time you saw the TV?
Ans1: Turned to the right

{ Main Category : Static Scene Video Source : HM3D ]

Dimension: Robot-Centric --- Historical --- Trajectory Review

Q1: Which of the following areas have you not passed through? The balcony with the red sofa, the passage between the
white sofa and the white door, the passage between the white sofa and the balcony, or the passage between the white sofa
and the dining table?

Ans1: The passage between the white sofa and the white door

Dimension: Robot-Centric --- Present - Distance Awareness
Q1: Which is closer to you, the red sofa or the dining table?
Ans1: The red sofa

Figure 8. Visualization of question answering examples in the static scene test set. The main focus is on the robot-centric category.
Part 1 out of 2.



[ Main Category : Static Scene Video Source : HM3D }

Dimension: Robot-Centric --- Future --- Spatial Imagery

Q1: If you just came down the stairs and are standing at the bottom, do you need to turn right or left to go to the living
room to watch TV?

Ans1: Turn right

Dimension: Robot-Centric --- Future --- Causal Imagery

Q1: Which of the following actions would knock over the chair next to the refrigerator? Opening the refrigerator
door, pushing the top of the chair forward, pulling the top of the chair backward, or moving the dining table towards
the sliding door?

Ans1: Pulling the top of the chair backward

Dimension: Robot-Centric --- Present --- Distance Awareness

Q1: Suppose you have a one-meter-long arm, can you touch the dining table next to you now?

Ans1: Yes

{ Main Category : Static Scene Video Source : ScanNet J

Dimension: Robot-Centric --- Future --- Movement Imagery
Q1: If you turn 90° to the left now, will you be facing the whiteboard at the front of the classroom, the whiteboard at the
side of the classroom, the window, or the door?

Ans1: Window

Dimension: Robot-Centric --- Historical --- Trajectory Review
Q1: How many times have you passed under the wall clock?

Ans1: Twice

Figure 9. Visualization of question answering examples in the static scene test set. The main focus is on the robot-centric category.
Part 2 out of 2.



{ Main Category : Dynamic Scene Video Source : ECBench

Dimension: Quantity Dynamic
Q1: How has the number of medicine boxes on the ping pong paddle changed over the recent period?
Ans1: It has changed from 1 to 0

Dimension: Spatial Dynamic

Q1: During the recent period, the batteries in the battery box have moved. Which color battery has moved the
greatest distance in the battery box?

Ans1: Red

Dimension: State Dynamic

Q1: During the recent period, which of the following changes occurred in the scene? The umbrella on the table was
opened, one ping pong ball next to the paddle was removed, the batteries in the battery box became more compact,
and one less piece of clothing was hanging.

Ans1: The umbrella on the table was opened

[ Main Category : Dynamic Scene Video Source : ECBench

Dimension: Information Dynamic

Q1: During the previous time, what did the theme of the video on the screen change from and to? A. From news to
entertainment variety shows B. From funny animal videos to food challenges C. From wilderness survival to funny
animal videos D. From food challenges to funny animal videos?

Ans1: D. From food challenges to funny animal videos

Dimension: Information Dynamic
Q1: How many funny videos related to animals were shown on the screen just now?

Ans1: Four

Figure 10. Visualization of question answering examples in the dynamic scene test set.




[ Main Category : Hallucination Video Source : ECBench }

Dimension: Spatial Countersense
Q1: Is the height of the toothbrush holder from the ground greater than 0.3 meters?
Ans1: The height from the ground is less than 0.3 meters

Dimension: Co-occurrence Countersense
Q1: Are there toiletries on the bed?
Ans1: Yes

[ Main Category : Hallucination Video Source : ECBench J

Dimension: Comparative Countersense
Q1: Are there more nail clippers on top of the pot or more nail clippers on the sofa?

Ans1: There are more nail clippers on top of the pot

N

Dimension: Object Attribute Countersense

Q1: There is a backpack on the sofa, and in the mesh pocket on the side of the backpack, there is a spoon. Is this
spoon used for eating or for cooking?

\_ Ans1: This spoon is used for cooking.

Figure 11. Visualization of question answering examples in the hallucination test set. The main focus is on the commensense over-
confidence category.



{ Main Category : Hallucination Video Source : ScanNet }

Dimension: Missing Reference
Q1: Did I put my football under the desk or next to the sofa?
Ans1: There is no football under the desk or next to the sofa, it might not be in this room. Y,

Dimension: Ambiguous Reference
Q1: Is the chair in front of the desk directly facing the computer screen?

Ans1: There are two chairs in front of the desk; which one are you specifically referring to?

Dimension: Erroneous Reference
Q1: What color is the blanket on the black sofa?
Ans1: There is only a red sofa in the room, no black sofa.

[ Main Category : Hallucination Video Source : ScanNet }

Dimension: Missing Reference
Q1: There is a yellow bookshelf at the door, how many stuffed toys are placed in the third compartment from the
top to the bottom on this bookshelf?

Ans1: There is no football under the desk or next to the sofa, it might not be in this room.

Dimension: Erroneous Reference

Q1: On the desk directly facing the door, there is an Apple laptop. Is this computer in the center of the desk or
in the corner?

Ans1: There is only an Apple desktop computer on the desk directly facing the door, not an Apple laptop.

Figure 12. Visualization of question answering examples in the hallucination test set. The main focus is on the user-input over-
confidence category.



7. Construction of Evaluation Framework

As mentioned in Sec. 3.1, we design ECEval, a fine-grain
evaluation framework that considers different types of tasks.
That is, we also annotate a partially correct answer for each
question in addition to a completely correct answer. Specif-
ically, we first design some open-ended question-answer
pairs as examples and then instruct GPT-4o to classify each
question-answer into two types: closed-ended and open-
ended. For each open-ended answer, we additionally man-
ually annotate a 0.5-point answer as the reference. When
scoring each model’s responses, gpt-4o provides a contin-
uous score between 0 and 1 based on the 1-point answer
(100% correct) and the 0.5-point answer (50% correct). The
prompt for LLM-assisted classification is as follows:

System Prompt: You are a helpful assistant.
You help me label questions that belong to
free-response questions. Please note that

if it is a multiple-choice question, a

numerical question, counting, OCR, a true/

false question, or a status judgment
question or similar questions with definite
answers, it does not belong to the free-
response question type. If you determine
that this question belongs to the free-—

response question type. Please output #i##

Free Response: True, otherwise ###Free

Response: False.

USER:

###Question: If you pick up the footstool

between the sofa and the TV and flip it 180
angle upside down, which objects in the

scene will be affected and how?

###Label Answer: Three handles and one

remote control will fall onto the carpet.

Assistant:

###Free Response: True

USER:

###Question: {example query}

###Label Answer: {example answer}.

Assistant:

###Free Response: {example Judgement}

USER:

###Question: {user query}

###Label Answer: {labed answer}.

Assistant:

8. Additional Dataset Analysis

In Sec. 3.2 of the main text, we conduct a comprehensive
quantitative analysis of ECBench. This section delves into
a more detailed examination of the question-answer text
within ECBench. In Fig. 13a, we present a word cloud de-
picting all the questions in ECBench. The most frequently
occurring terms are predominantly spatial pronouns, such

as “left” and “front.” These words are crucial for robot-
centric referentiality and are among the most commonly
used vocabulary in our interactions with robots. Addition-
ally, ECBench contains numerous object nouns, including
”sofa” and chair,” which represent the most common items
within indoor environments and are frequently mentioned
by users.

In Fig. 13b, we enumerate the top ten most prevalent ob-
ject nouns in ECBench, with “table” appearing most fre-
quently at 606 occurrences. Overall, ECBench encom-
passes 1,067 distinct object nouns, exhibiting a richness in
object referentiality that far surpasses that of other embod-
ied question-answering datasets [1, 27].

9. More Details of Experiment

For all experiments, we set the temperature to 0.2. For
the GPT family models, we request the endpoint of GPT-
40-0513 and GPT-40-mini-0513 through the Azure'. For
Qwen2VL-72B/7B and InternVL2, we use vllm’ for em-
ployment. To score each model’s prediction, we uniformly
employ GPT-40-0513 to evaluate the predicted answers
based on labeled answer and 0.5-point answer. We employ
the same prompt for benchmarking and evaluating stages
across all experiments as follows:

Benchmarking Each Model

System Prompt: You are moving in an indoor

environment. The image sequence is the
scene you just saw. You are now staying at

the last frame of the video. Please answer

the question with one word or one sentence,
as concise and accurate as possible.

USER: The question: {user query}

Scoring Open-ended Question
System Prompt: You are a helpful assistant.
Please score the predicted answer according
to the given question and huamn labeled
the 5-score answer, and the 3-score answer.
0 score represents completely wrong, 5
scores represents completely correct, and 3
scores represents partially correct.
Please refer to them to score the predicted
answer: [0, 1, 2, 3, 4, 5]. You need to
consider the answer from two perspectives:
accuracy and completeness. Output ###Judge:
USER:

###Question: If you pick up the footstool
between the sofa and the TV and flip it 180
degree upside down, which objects in the

scene will be affected and how?
###5 Score Answer: Three handles and one
remote control will fall onto the carpet.

https://azure.microsoft.com/en-us/

2https://aocs.vllm.ai/en/Latest/


https://azure.microsoft.com/en-us/
https://docs.vllm.ai/en/latest/
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(a) Word cloud of questions in ECBench.
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(b) The top ten object nouns by word frequency in ECBench.

Figure 13. A more detailed analysis of the textual content of ECBench.

###3 Score answer: The remote control will
fall onto the carpet.
###Predicted Answer:
fall onto the carpet.

Remote control will

Assistant: ###Judge: 3
USER:
###Question: If you pick up the footstool

between the sofa and the TV and flip it 180

degree upside down, which objects in the
scene will be affected and how?

###5 Score Answer: Three handles and one
remote control will fall onto the carpet.
###3 Score answer: The remote control will
fall onto the carpet.

###Predicted Answer: handles.
Assistant: ###Judge: 2

{Another 3 Examples}

USER:

###Question: {user query}

###5 Score Answer: {5 Score Answer}
###3 Score Answer: {3 Score Answer}

###Predicted Answer: {Predicted Answer}
Assistant:

Scoring Closed-ended Question
System Prompt:
Please judge whether the predicted answer
is correct or not according to the given
question and labeled answer. You need to
consider the answer from two perspectives:
accuracy and completeness.
True only when the predicted answer is

accurate and complete; otherwise, output
###Judge: False

USER:

###Question: If you are now standing

outside the restroom stall door away from
the sink. Which edge will the door rotate
around if you move forward?

You are a helpful assistant.

Output ###Judge:

###Label Answer:

Using the left side edge

as the axis.

###Predicted Answer:

The door will rotate

around the left edge

Assistant:

###Judge: True

{Another 4 Examples}

USER:

###Question:
###Label Answer:
###Predicted Answer:

{user query}
{label answer}
{Predicted answer}

Assistant:

10. Limitations and Broader Impacts

Limitations

In this study, we introduce ECBench, a novel

open-world embodied cognition benchmark. ECBench rep-
resents the first effort to systematically analyze embodied
cognitive issues and to establish a comprehensive evalua-
tion framework. However, several limitations warrant fur-
ther investigation by future researchers:

1.

2.

Due to budget constraints, we are unable to test all pro-
prietary models, such as Claude-3.5, among others.

Theoretically, robots may possess a longer video mem-
ory during the execution of specific tasks; however, the
video inputs for ECBench are limited to under five min-
utes, which may not adequately evaluate the cognitive
abilities of LVLMs regarding prolonged visual memory.

. Cognition of dynamic scenarios in open-world environ-

ments is a previously unexplored area, leading to a lack
of diverse dynamic scene videos. Although we make ef-
forts to collect some real-world dynamic scene videos,
these still fall short in terms of scene richness and object
variety.

The natural interaction between robots and humans
should not be a singular question-and-answer exchange,
but rather a streaming and interwoven dialogue. There-
fore, the evolution of ECBench towards a more practical
and flexible question-and-answer format will be a key



direction for our future research.

Broader Impacts As an evaluation benchmark focused
on the domain of embodiment, ECBench is poised to at-
tract significant attention from researchers interested in ex-
ploring the cognitive processes of perceiving the real world
through RGB-D videos. Furthermore, ECBench aims to fa-
cilitate the current LVLMs in transcending the limitations
posed by online images and videos, thereby shifting their
focus more towards the visual input modalities that robots
encounter in the real world. The development of world
models based on RGB-D video is a shared aspiration among
Al researchers. We also hope that ECBench will contribute
substantially to the advancement of robotic visual cognition
capabilities.
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