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Appendix

The appendix includes the following sections:
• §A - Model Details
• §B - Training Details
• §C - Evaluation Details
• §D - Result Details
• §E - Ablation Details
• §F - Data Details
• §G - Dataset Examples
• §H - Related Work

A. Model Details

We present additional details about image encoding, hyper-
parameters, and implementation choices.

Our method of encoding images is shown in Figure 5.
Cropping is done by first choosing a rectangular grid (e.g.,
a 2→2, 3→1, etc.) where each square of the grid matches
the ViT’s input size. When using overlapping crops, these
squares are moved closer together so that they overlap by a
fixed margin (we use a margin of 4 patches or 56 pixels),
which reduces the overall size of the grid.

Then the image is up-scaled to fit within that grid as well
as possible while preserving its aspect ratio by making ei-
ther its height or width the same size as the grid. The grid
is chosen to require the least amount of up-scaling, and in
the event of ties, to minimize its size. We also set a max-
imum number of crops, and if the image cannot be cov-
ered by that many crops, the image will instead be down-
scaled to fit the grid, and the grid is chosen to minimize
the amount of down-scaling required while not exceeding
the maximum number of crops. In either case, the re-scaled
image is padded with black borders so that it exactly fits the
grid, and then crops are extracted from this padded image.
The low-resolution crop is built by resizing and padding the
image so it matches image ViT’s supported resolution.

Each crop is processed independently by the ViT and
connector to get visual embeddings of each patch. A
learned embedding is added to the patch features from each
crop (before the connector is applied) depending on whether
that patch includes no padding, some padding, or is all
padding, so the model can distinguish padding from images
that naturally have black borders. These embeddings are ar-
ranged with special tokens as described in Section 2, also
shown in Figure 5 right. For image/text inputs we encode
the input image first, followed by any text.

Crops

Image Tokens

Figure 5. Converting an image into tokens. The image (top left)
is turned into a single low-res and several overlapping high-res
crops (bottom left). Padding (the black borders) is used so each
crop is square and the aspect ratio of the image is preserved. The
final token sequence for the image (right, arranged top-down left-
to-right with line breaks for clarity) is built by extracting patch-
level features from the crops, shown here using images of the
patches, and special tokens. An image start and image end token
are placed before/after the high-res and low-res patches, and col-
umn tokens are inserted after each row of patches. This example
uses 4 high-res crops and extracts features from 36 (6→6) patches
per crop, in practice Molmo typically uses 12 high-res crops and
extracts features from 144 (12→12) patches per crop.

A.1. Image Encoding
A.2. Hyper-Parameters
Hyper-parameters for the Molmo models and the
AdamW [50, 73] optimizers are shown in Table 6.
The connector MLP uses the same intermediate dimension
as the LLM, so its size depends on the LLM. The connector
pooling layer and ViT architecture are the same between
all models. All runs used a cosine learning rate schedule
ending at 10% of the peak learning rate [72].

Learning rates are similar between the models, except we
find it helpful to reduce the learning rate for Molmo-72B.
We also find Molmo-72B learns faster than the other models
and can therefore be trained for fewer steps. Molmo-7B-O
was trained for slightly longer due to a minor configuration
difference, but we do not think it affected performance.

A.3. Implementation
Our implementation uses PyTorch with Fully Sharded Data
Parallel (FSDP) [135] based on the OLMo codebase [37].
We do not use FlashAttention [28, 29] since it does not sup-
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Params 290m
Dim 1024
MLP Dim 4096
Act. GELU
Heads 16
KV Heads 16
Layers 23
Image Size 336→336
Patch Size 14
Dropout 0.0
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or Params 12m 110m 74m 310m
Pool Size 2→2
Pool Dim 1024
Pool Heads 16
MLP Dim 1024 37888 22016 59136
Act. SwiGLU
Dropout 0.0
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Params 1.2b (6.9b) 7.6b 7.3b 72b
Embed 50304 152064 100352 152064
Dim 2048 3584 4096 8192
MLP Dim 2048→64 37888 22016 59136
Act. SwiGLU
Heads 16 28 32 80
KV Heads 16 4 32 8
Layers 16 28 32 64
Theta 10k 1m 0.5m 1m
Dropout 0.1
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Warmup ViT 2000
Warmup Con. 200
Warmup LLM 2000
LR ViT 6e-6
LR Con. 2e-4
LR LLM 2e-5 2e-5 2e-5 1e-5
Cosine Decay 10%
Eps. 1e-6
Betas 0.9, 0.95
Batch Size 128
Steps 22.3k
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Warmup ViT 200
Warmup Con. 200
Warmup LLM 200
LR ViT 5e-6 5e-6 5e-6 3e-6
LR Con. 5e-6 5e-6 5e-6 3e-6
LR LLM 2e-5 1e-5 1e-5 5e-6
Cosine Decay 10%
Eps. 1e-6
Betas 0.9, 0.95
Batch Size 256
Steps 30k 30k 32k 20k

Table 6. Model and training hyper-parameters. Molmo-1B-E
has 1.2b active parameters, but 6.9b total. Its LLM MLP layers
have 64 experts with 8 active at once.

port the more complex masks that are required for multi-
annotated images, but we find using PyTorch’s Scaled Dot
Product Attention (SDPA) achieves close to the same speed.

To improve throughput, we utilize PyTorch’s Automatic
Mixed Precision (AMP) module3, which enables most oper-

3https://pytorch.org/docs/stable/amp.html

Figure 6. Training loss curves for Molmo-7B-D with model
weights and gradient reduction in bfloat16 (blue) and float32
(pink). Float32 is our default configuration.

ations to run in half-precision with bfloat16 numbers. How-
ever, as shown in Figure 6, keeping model weights and per-
forming gradient reduction in half-precision degrades train-
ing loss, so these are retained in full precision. Additionally,
computations for layer normalization [8] and Rotary Posi-
tion Embedding (RoPE) [101] are explicitly carried out in
full precision.

When computing gradients with FSDP, each GPU com-
putes a gradient on a small mini-batch of examples, after
which gradients are averaged across all devices. We always
compute the per-device gradient by dividing the total loss
on that device by the average number of loss-tokens across
all devices, not the number of loss tokens on that particular
device. This avoids a subtle bias that effectively up-weights
examples with a small number of loss tokens (e.g., with
short responses) since those examples tend to be paired with
a smaller divisor if using the device-local number of loss
tokens. Using the average number of loss tokens across all
devices largely resolves this issue since our global batches
are much larger than the device-local batches. This issue
has been discussed in other places4 [40] and is known to
have affected many codebases.5 We observe that captioning
performance can drop by 0.5-1 points without this fix.

During fine-tuning, mixing is done within each batch so
batches contain examples from a variety of tasks. We set a
maximum sequence length of 2304 for both pre-training and
fine-tuning, and truncate examples longer than that (in prac-
tice, truncation only happens for certain synthetic datasets
like DVQA [46] which contains many annotations per im-
age, or for the occasional outlier example in other datasets).

We find training to be stable, without loss spikes or
NaNs, likely in part because we use pre-trained models.

4https://unsloth.ai/blog/gradient
5https://github.com/huggingface/trl/issues/2175



Figure 7. Captioning precision and recall with different length
hints for Molmo-7B-D after pre-training. A short hint reduces re-
call since the model describes fewer things, but can boost accuracy
since the description tends to focus on the more salient, easier-to-
understand parts of the image.

B. Training Details
Here we discuss the training mixture and how tasks are for-
matted during pre-training and fine-tuning.

B.1. Pre-Training Task Details
During pre-training, we train on each image paired with its
caption and one of its audio transcripts. For images with
multiple transcripts, we select one randomly each epoch.
We use multi-annotation training (see Section C) to train on
both the caption and the transcript jointly.

We prompt the model with either “long caption:”
or “transcript:” for captions and transcript respec-
tively (a natural language prompt is used instead during in-
struction fine-tuning). We also add a length hint: an integer
providing a noisy hint as to the correct output length. This
hint is computed as the length of the transcript/caption in
characters, plus a noise factor drawn from a random normal
with a standard deviation of 25. The hint is then divided by
15 and rounded down to keep the hint in roughly the range
of 0 to 100. This noise is added so that the length func-
tions more like a guideline than a hard constraint, leaving
the model some flexibility to adjust the caption as appro-
priate for the image. For example, even with a long length
hint, its preferable that a caption for a very plain image be
short instead of becoming repetitive or inane due to lack of
content to describe.

We add the hint to the prompt 90% of the time, for ex-
ample: “long caption 83:” for a length hint of 83, and
10% of the time no length hint is used to maintain the ability
to output a default caption.

Adjusting the length hint allows a trade off between pre-
cision and recall in captioning, see Figure 7 (see Section C
for captioning metric details). In all of these settings, the
average caption length when using a length hint is within

name rate images anno. tokens avg.crops

PixMo (Annotated) 38.1 1m 3.3m 350m 10.6
Points 28.8 220k 2.3m 160m 10.1
AskModelAnything 3.8 71k 160k 17m 10.0
Cap 3.2 712k 712k 160m 10.9
PointQA 2.4 14k 76k 11m 11.0

PixMo (Synthetic) 31.6 1.3m 3.3m 120m 11.0
Count 6.2 36k 37k 3m 11.9
CapQA 5.7 160k 210k 38m 10.8
Clocks 5.3 800k 800k 20m 10.5
Docs-Charts 5.2 120k 1.1m 34m 12.8
Docs-Other 4.0 71k 610k 15m 12.8
Docs-Tables 3.3 47k 420k 12m 12.1
Docs-Diagrams 1.9 16k 140k 3.6m 12.5

Academic 30.3 880k 25m 1b 8.0
TallyQA 3.9 130k 250k 4.6m 6.1
VQA v2.0 3.1 83k 440k 7.9m 6.7
AndroidControl 2.9 74k 300k 13m 11.0
A-OKVQA 2.8 17k 17k 380k 6.8
DocVQA 2.1 10k 39k 1m 12.9
TextVQA 2.0 22k 35k 700k 12.7
ChartQA 1.8 18k 28k 850k 9.3
ST-VQA 1.7 18k 25k 530k 4.6
InfographicVQA 1.6 4.4k 24k 670k 12.0
TabWMP 1.6 23k 23k 930k 2.3
PlotQA 1.5 160k 20m 930m 12.4
AI2D 1.3 6.2k 15k 630k 6.4
DVQA 1.1 200k 2.3m 51m 5.0
FigureQA 1.1 100k 1.3m 25m 6.1
OK-VQA 1.0 9k 9k 180k 6.8
ScienceQA 0.8 5k 6.2k 460k 4.3

Table 7. Full list of instruction fine-tuning tasks. Columns show
the sampling rate, the total number of images and annotations (i.e.,
the number of question/answer pairs), the number of text tokens
using the Qwen2 tokenizer, and the average number of crops. The
number of crops per an image can be at most 13 (one low-res, and
12 high-res), but can be lower for datasets with smaller images.
Shaded rows show the total counts for all datasets in the category.

10 characters of the expected length, showing the models
follow the length hints well. For our ablations, we report
scores with a length hint of 65, which performs similarly or
slightly better than using no length hint.

Preliminary experiments with mixing in other sources of
captions (COCO Captions [17], Localized Narratives [93],
or captions derived from Visual Genome annotations [52] )
did not improve scores on our captioning metric, so we use
PixMo-Cap alone for pre-training.

B.2. Fine-Tuning Task Details
Table 7 shows a list of our fine-tuning tasks. We only train
on the train sets. Formatting and task-specific details are
described below.
Multiple choice questions. For multiple choice questions
in academic datasets (AI2D, A-OKVQA, ScienceQA), we
append “Choices:”, a newline, and then new-line sepa-
rated options with capital letter answer labels. The model
predicts the answer label only. Note some multiple-choice
questions appear in other, more diverse formats in PixMo-



CapQA and PixMo-AskModelAnything.
Multiple answers. For datasets with multiple answers per
question (e.g., VQA v2.0), we only use the most common
answer for training. If there are multiple answers that are
equally common, we randomly select from among them
each epoch.
Pointing. Pointing uses an HTML-like format. (x,y) coor-
dinates are scaled to 0-100. For a single point, the format is:

<point x="10.0" y="10.0" alt="alt
text">Inline text</point>

For multiple points the format is:

<points x1="10.0" y1="10.0" x2="20.0"
y1="20.0" ... alt="alt text">Inline
text</points>

Numbering the points makes counting easier because
the total count is always the number of the last point.

When interacting with users, we generally replace the
point(s) text with the inline text, and show the image with
the points using the alt text as hover text. For pointing and
counting, the inline and alt text are both the name of what
is being pointed at. For pointing-as-an-explanation these
fields can be different.
PixMo-Points. Counting or pointing with a very large num-
ber of objects can lead to very long sequence lengths. To
avoid memory errors we do not train on data with more than
40 counts; we expect to remove this limitation in future it-
erations of Molmo.
PixMo-AskModelAnything. “How many” questions are
common in PixMo-AskModelAnything, but are not accom-
panied with pointing data. We observe that this can lead to
the model failing to point when asked counting questions.
To resolve this, we heuristically detect such questions and
prefix them with an instruction to not point (e.g., “Answer
without points.”), randomly selected from a pool of
20 such instructions.
AI2D. AI2 Diagrams requires labeling regions of the im-
ages with letters, and then training the model to answer
questions by predicting the correct region by returning its
letter. Evaluations in the literature have been mixed be-
tween labeling the regions with opaque boxes (e.g., [5, 89])
and transparent boxes (e.g., [10, 71, 106]). We train in both
settings and present our main results with transparent boxes.
Results with opaque boxes are in Section D.

For AI2D questions where the answers are just letters,
we list the multiple-choice options without a letter prefix.

AI2D does not have a validation set, so we built our own
custom validation set by separating out 384 images (with
roughly 2000 questions-answer pairs). None of our models
are trained on this set.

pre-train fine-tune
GPUs time GPU hr. GPUs time GPU hr.

1B-E 8 33.3 264 64 13.3 850
7B-D 64 8.6 550 128 11.2 1.4k
7B-O 64 8.9 570 128 13.5 1.7k
72B 128 33.3 4.2k 256 32.4 8.3k

Table 8. Training times for the Molmo models using H100 GPUs.

ChartQA. The ChartQA train set contains many synthetic
questions (21k synthetic vs. 7k non-synthetic), which we
observe can be noisy and lower quality. To reduce the
weight of these examples we re-weight ChartQA so the to-
tal weight of the synthetic and non-synthetic examples are
equal. This also means the training data better matches the
validation and test data which are evenly split between syn-
thetic and non-synthetic questions.
A-OKVQA. We train on the multiple choice questions and,
for questions not marked as difficult direct answer, also use
them as direct answer questions by not using the answer
options. We use different style tags for direct answer and
multiple choice versions of the questions.
TabWMP. For TabWMP we treat the task as short answer
and do not show the multiple-choice options.
AndroidControl. We train on four input-output configu-
rations: low-level instruction to action, high-level goal to
action, low-level and high-level inputs to action, and high-
level goal to action with chain-of-thought reasoning. Only
the instruction and screenshot are provided to the model as
input; accessibility trees, action history, and a prompt with
details like available actions are omitted. Target actions are
represented as text output strings and (x,y) coordinates are
scaled to 0-100 just as with regular pointing.

B.3. Training Time
Training time and number of GPUs used are shown in Ta-
ble 8. All models were trained with H100 GPUs with infini-
band connectivity.

C. Evaluation Details

Captioning metric (cap F1). We measure captioning qual-
ity, relative to an evaluation set of 15006 images, using the
harmonic mean of captioning precision and recall, i.e. the
F1 score. The evaluation set was gathered through a sim-
ilar protocol as PixMo-Cap (selecting a small number of
images matching a diverse set of categories), but the im-
ages were selected manually and are disjoint from images
in PixMo-Cap. Each evaluation image has up to six au-
dio transcripts associated with it. To define the precision
and recall of a caption for an image, let g be the generated

6A few evaluations were done with a super-set of 2730 images. We do
not expect this to have affected results significantly since the 1500 were a
random subset of the 2730.



caption and T be the set of ground-truth transcripts for the
image. We prompt GPT-4o to enumerate a list of all distinct
atomic statements contained in g and, separately, the tran-
scripts in T . We then prompt GPT-4o to match each item
in the list of atomic statements from g to items in the list of
atomic statements from T . To compute recall, we consider
matches as true positives and unmatched items from T ’s list
as false negatives. To compute precision, we prompt GPT-
4o with the raw transcripts and the list of statements from g
and ask it to say if each statement is consistent (a true pos-
itive) or inconsistent (a false positive) with the transcripts.
(We avoid using the atomic statements from T when com-
puting precision because it’s a potentially noisy processing
step that is not necessary.) We average precision and recall
over all images in the evaluation set and compute the F1

score of the averaged precision and recall values to produce
our final summary metric: cap F1.

While this metric is imperfect (e.g., GPT-4o makes mis-
takes, the transcripts do not contain all true statements about
the image, etc.) we found that improvements to cap F1 cor-
responded to improvements in our subjective impressions
of caption quality, and thus it was a useful internal metric
for guiding model and data design. Most of our model de-
sign and pre-training data decisions were based on improv-
ing captioning quality, see Section D and Figure 9 for more
discussion.
Human evaluation. We defined 10 question categories and
crowd sourced image-question pairs, using the same work-
ers as for other annotation tasks. This resulted in the fol-
lowing categories and image-question pair counts:

• Output formatting: 1525
• Fine-grained detailed QA: 1510
• General: 1504
• Documents: 1499
• Captioning: 1493
• Counting: 1490
• Homework: 1489
• Charts: 1473
• Named entities: 1448
• Creativity: 1420

We performed two human evaluations, the first for a large
set of models presented in our main results Table 1 and a
second for a smaller set of ablation models in Table 5. To
collect feedback, we presented an annotator with an image,
a question, and the output of “model A” and “model B”,
without revealing the model identities. The annotator had
five options: tie (both bad), tie (both good), model A is bet-

ter, model B is better, or I don’t know. The last option was
for cases where the annotator did not know the correct an-
swer (e.g., a math problem they do not know how to solve).
For the first study, we sampled image-question pairs ran-
domly from the 10 categories, until we had collected →450
feedback responses per model pair. For the second study,

model score 95% CI opennness
Gemini-Exp-114 [103] 1278 +28/-27 API only
ChatGPT-4o-latest (20240903) [90] 1256 +13/-13 API only
Gemini-1.5-Pro-002 [103] 1220 +15/-14 API only
Gemini-1.5-Flash-002 [103] 1219 +15/-17 API only
GPT-4o-2024-05-13 [90] 1213 +9/-9 API only
Claude 3.5 Sonnet (20240620) [7] 1187 +9/-7 API only
Claude 3.5 Sonnet (20241022) [7] 1184 +15/-15 API only
Gemini-1.5-Pro-001 [103] 1158 +9/-8 API only
GPT-4-Turbo-2024-04-09 [88] 1157 +7/-10 API only
Gemini-1.5-Flash-8B-Exp-0827 [103] 1137 +15/-13 API only
GPT-4o-2024-08-06 [90] 1131 +18/-20 API only
Gemini-1.5-Flash-8B-001 [103] 1133 +10/-15 API only
GPT-4o-mini-2024-07-18 [89] 1124 +7/-9 API only
Molmo-72B 1115 +18/-17 Fully Open
Qwen2-VL-72B [111] 1113 +15/-17 Open Weight
InternVL2-26B [104] 1096 +11/-10 Open Weight
Pixtral-12B-2409 [3] 1085 +13/-14 Open Weight
Llama-3.2V-90B-Instruct [5] 1085 +12/-14 Open Weight
Gemini-1.5-Flash-001 [103] 1087 +8/-8 API only
Molmo-7B-D 1076 +15/-18 Fully Open
Yi-Vision [4] 1070 +21/-26 Distilled
Claude 3 Opus [7] 1073 +6/-8 API only
Qwen2-VL-7B [111] 1068 +15/-14 Open Weight
Llama-3.2V-11B-Instruct [5] 1061 +14/-14 Open Weight

Table 9. Chatbot Arena’s vision leaderboard for English
queries. The table is up to date as of Nov. 13, 2024. We show
up to 20 rows for clarity.

we used a refined methodology in which we first manually
verified the quality of the question-image pairs, resulting in
a fixed set of 500 questions (exactly 50 per category), all of
which were used for each pair of models. After collecting
the feedback, we removed the I don’t know responses and
computed an Elo ranking using the Bradley-Terry model,
following the methodology of Chatbot Arena [21].
AndroidControl. To evaluate Molmo on AndroidControl,
we provided only the task instruction (high-level or low-
level) and the current screenshot as input. The results are
reported on the in-domain data test set (IDD) and the metric
is step-wise accuracy.

D. Result Details
Chatbot Arena. In Table 9 we report a summarized ver-
sion of the vision leaderboard for queries in English from
the Chatbot Arena [21], an independent third-party VLM
evaluation. Molmo-72B outperforms all the fully open and
open weight models but lags behind some of the propriety
VLMs. As noted in the paper, we did our own Elo eval-
uation (see Section 5), in which Molmo-72B ranks higher
(2nd place). The difference in rating likely stems from the
types of questions evaluated. We do note our data includes
many counting and image-description questions which are
particular strengths of Molmo.
Clock reading. PixMo-Clocks is a novel source of clock
reading data, a data type that is missing from most VLM



training data (for which data information is published; we
cannot know for models without published data details,
such as API-only models and many open-weight models
such as Pixtral and Llama 3). PixMo-Clocks are entirely
synthetic and show a variety of watch bodies and faces
against plain backgrounds (see Figure 17 for examples).

We tested how well Molmo trained on this data per-
forms on the in-the-wild clock reading benchmark intro-
duced in [121]. The benchmark sources clock images from
three different datasets, COCO [65], OpenImages [53] and
Clock Movies, a newly collected dataset based on the film
The Clock (2010).7 They are highly out-of-distribution rel-
ative to the PixMo-Clocks training data. We also bench-
marked several API-only models and open-weight (+ open-
data) models for comparison. We compare all of these
VLMs against the model presented from [121] that is spe-
cialized at the single task of clock reading.

We used the same query for all the VLMs: “What time
is being shown? Please respond only with the time as hours
and minutes in HH:MM format.”, and followed the official
evaluation protocol.8 Table 10 highlights that all the VLMs
including proprietary models struggle to read clocks, with
the exception of Molmo; see the notable performance gaps
between Molmo and other VLMs. Molmo-72B surprisingly
underperforms Molmo-7B-D and MolmoE-1B. This might
be partially due to that PixMo-Clocks accounts only for
5.3% of the fine-tuning data mixture and we trained Molmo-
72B for fewer steps than the others. Augmenting PixMo-
Clocks with real-world clock images could potentially in-
crease performance, closing the gap between Molmo and
the specialized clock reading model.

Despite training on synthetic data, we qualitatively ob-
serve the clocking-reading capabilities generalize effec-
tively to more complex questions and to captioning. An
example is in Figure 1 lower right of the main paper.
Pointing. To evaluate the model’s pointing performance,
we constructed an evaluation set of 493 image and point-
ing question pairs. Each example was manually verified to
ensure that either there is no target object or each target ob-
ject instance is annotated with a single point and an accurate
segmentation mask. The segmentation masks are generated
by SAM [51] using each ground-truth point as a prompt.

For cases with no target object, precision and recall are
calculated as 1 if the model responds correctly (e.g. out-
puts “This isn’t in the image.”) and 0 otherwise. When a
target object is present, we first compute the pairwise dis-
tances between the predicted points and the ground-truth
points to serve as the cost in the Jonker-Volgenant algo-
rithm [25, 45], which we then use to assign each predicted
point to one of the ground-truth points. We then use the
verified segmentation masks to determine if each predicted

7https://www.imdb.com/title/tt2008009
8https://github.com/charigyang/itsabouttime

model acc. hour acc. min. acc.

GPT-4o-0513 [90] 2.7 14.2 8.6
Gemini 1.5 Pro [103] 0.9 11.6 5.1
Claude-3.5 Sonnet [7] 6.6 22.3 17.5

PaliGemma-mix-3B [10] 6.1 21.0 15.8
Phi3.5-Vision-4B [1] 1.9 12.0 7.6
Qwen2-VL-72B [111] 9.1 24.9 18.4
InternVL2-Llama-3-76B [104] 3.3 16.3 9.9
Pixtral-12B [3] 1.7 11.9 6.7
Llama-3.2V-90B-Instruct [5] 3.4 17.9 10.1

LLaVA-1.5-13B [69] 0.8 11.6 5.7
xGen-MM-interleave-4B [119] 2.0 11.9 8.0
Cambrian-1-34B [106] 1.8 11.1 7.2
LLaVA OneVision-72B [59] 5.7 17.9 15.4

MolmoE-1B 65.8 77.9 74.1
Molmo-7B-O 64.2 76.3 73.8
Molmo-7B-D 68.2 78.6 76.0
Molmo-72B 65.6 77.1 73.7

Specialized single-task model [121] 78.9 84.2 82.9

Table 10. Clock reading benchmark results. We report the av-
erages of overall, hour and minute accuracies, each evaluated on
three different test sets based on COCO, OpenImages and Clock
Movies, respectively. Bold numbers represent the highest VLM
scores while the best numbers, excluding Molmo, are underlined.
We categorize models into five groups: (first) API-only, (second)
open-weight, (third) open-weight and open-data, (four) the Molmo
family and (five) the specialized clock reading model.

model precision recall F1

MolmoE-1B 73.0 72.9 72.2
Molmo-7B-O 75.7 75.5 75.1
Molmo-7B-D 75.0 74.6 74.3
Molmo-7B-D (36 crops) 58.4 58.7 58.1
Molmo-72B 75.8 75.4 75.2

Table 11. Pointing evaluation results. Pointing can perform
poorly when # of crops are unequal at training and test time.

point with an assignment is a true positive or false posi-
tive. Specifically, we calculate precision as the fraction of
predicted points located within the segmentation mask of
their assigned ground-truth point, and recall as the fraction
of segmentation masks covered by predicted points.

Table 11 demonstrates Molmo’s superior pointing capa-
bility. Similar to captioning and counting, pointing perfor-
mance declines when the number of crops are unequal at
training and test time.
High-resolution fine-tuning. In Table 2b of the main pa-
per, we showed that training the model with higher resolu-
tion (i.e., more image crops) yields slight improvements on
the 11-avg metric (from 76.9 to 77.2 when increasing the
number of crops used in training from 12 to 36). Rather
than directly training at a higher resolution, we explore
fine-tuning the model initially trained with 12 crops using
a higher resolution. Specifically, we continue training the
12-crop model for 3000 additional steps (10% of the fine-



# crops train, test CountBenchQA Pixmo-Count 11-avgval
12, 36→ 87.7 73.9 75.8
12, 36 88.5 85.2 76.9
36, 36 88.9 87.4 77.2
12 → 36, 36 88.9 87.4 77.2

Table 12. High-resolution fine-tuning results. Result on count-
ing datasets (CountBenchQA and PixMo-Count val set) and the
overall average (11-avg) using different numbers of crops at train
and test. Note: 12, 36→ uses a higher number of crops (36 crops) at
test time for counting datasets, which leads to a much worse accu-
racy. Our default setting (highlighted in gray) uses the same num-
ber of crops (12 crops) during training and inference for counting
datasets. We experiment with fine-tuning the 12-crop model at
higher resolution and evaluating with 36 crops (12 ↑ 36, 36).

tuning steps) with 36 crops, roughly halving the learning
rates of the vision encoder (lr=2e-6), connector (lr=2e-6),
and language model (lr=5e-6). We keep the global batch
size at 256 and use a warmup of 200 steps for all modules.

Table 12 presents the results. Note that simply increas-
ing the number of crops at inference time (first row) leads to
degraded performance on counting tasks (88.5 → 87.7 for
CountBenchQA and 85.2 → 73.9 for PixMo-Count). This
suggests that a mismatch between training and testing reso-
lutions adversely affects counting performance. As a result,
our default model (second row) uses the same number of
crops (12 crops) for counting datasets.

After fine-tuning the model with higher resolution
(fourth row), we observe that its counting performance can
recover when evaluated with 36 crops, matching that of the
model trained directly with 36 crops (third row), without
sacrificing the overall 11-avg performance. This demon-
strates that a brief period of high-resolution fine-tuning can
effectively restore counting capabilities without affecting
the average performance.
Text-only benchmarks. PixMo consists exclusively of
multimodal image-text data, without any text-only data. To
investigate the potential impact of training solely on multi-
modal data on performance in text-only tasks, we report the
results on common text benchmarks which assess a wide
range of capabilities. We carefully follow the setup used by
Llama 3 [5] for each task, ensuring that we can reproduce
their numbers within the reported confidence intervals. As
shown in Table 13, the Qwen2 language model employed in
Molmo-7B-D appears to lose some knowledge across vari-
ous tasks as a result of multimodal fine-tuning.

We run a small experiment at the 7B scale to test whether
adding text-only data from Tulu 39 [113] to our fine-tuning
data mixture can address this issue. We use two different
ratios: the entire dataset and a version with 10% down-
sampling. Incorporating this text data enhances model per-

9https://allenai.org/papers/tulu-3-report.pdf

Figure 8. Human evaluation outcomes for matches between
various models vs. Molmo-7B-D. We expand upon the win rate
(excluding ties) shown in Table 5 to report the full breakdown of
wins, losses, ties (both good), and ties (both bad). We removed the
I don’t know responses, which accounted for 2.9% of all human
feedback, before calculating the outcome rates.

formance on text-only tasks, particularly those involving
mathematical reasoning and programming. Interestingly,
down-sampling to 10% of the data leads to better results on
most text-only tasks and improves the average performance
across the 11 multimodal academic benchmarks.
Human evaluation. Table 5 of the main paper reports
the win rates of several ablation and API-only models vs.
Molmo-7B-D when ties are excluded (a standard metric re-
ported in the LMSYS Chatbot Arena). Ties make up a
significant portion of the matches, so we report the full
breakdown of match outcomes in Figure 8 to better char-
acterize the human evaluation. For example, when paired
against Claude-3.5 Sonnet 45.5% of matches resulted in a
tie where both responses were good, 14.1% in a tie where
both responses were bad, Claude won 26.1% of the time,
and Molmo-7B-D won 14.3% of the time. As a second ex-
ample, compared to Molmo fine-tuned only on academic
data the breakdown is 28.4% (ties, both good), 22.1% (ties,
both bad), 8.4% (it wins), 41.1% (Molmo-7B-D wins).
AI2D with opaque boxes. Table 14 shows result with and
without opaque boxes on AI2D. The two options are de-
scribed and discussed in Section B.2.
Cap F1 and 11-avg correlation. For the majority of the
project we did not look at downstream tasks10 and instead
made most modeling decisions to maximize our captioning
metric. At the conclusion of the project, we used our abla-
tion experiments to analyze the relationship between cap F1

and the 11 benchmark average (11-avg), shown in Figure 9.
The scatter plot includes results from the 22 experiments
that meet two conditions: (1) the experiment affects pre-
training and (2) the experiment uses PixMo-Cap. We ex-
clude a small number of experiments that use different pre-
training data, e.g. ShareGPT4o/v, because cap F1 becomes
an out-of-domain evaluation that is not directly compara-

10We did a small number of sanity checks on VQA v2.0.



model MMLU [38] MMLU-Pro [114] GSM-8k [24] MATH [39] ARC-C [23] HumanEval [16] 11-avg
Qwen2-7B (language model) 70.2 42.1 71.8 40.3 87.5 47.6 -
Molmo-7B-D 64.6 32.2 58.8 11.5 81.5 36.6 76.9
Molmo-7B-D + Tulu 3 64.9 38.6 67.7 8.3 84.5 51.2 76.9
Molmo-7B-D + Tulu 3 → 0.1 down-sample 65.4 37.3 71.2 27.5 84.9 55.5 77.1

Table 13. Text-only benchmark results. 11-avg denotes the average performance on 11 academic benchmarks.

model opaque transparent

MolmoE-1B 75.7 86.4
Molmo-7B-O 79.8 90.7
Molmo-7B-D 82.4 93.2
Molmo-72B 86.4 96.3

Table 14. AI2D test scores with transparent and opaque boxes.

Figure 9. Relationship between cap F1 and 11-avg. Our model
development was driven by increasing cap F1. Here, we show a
scatter plot of cap F1 vs. the 11 benchmark average (11-avg) from
22 ablation experiments, including all ablations that: (1) affect
pre-training and (2) use PixMo-Cap. The Pearson correlation (ω)
is 0.82 and a least-squares regression line is shown in red.

ble to in-domain results. We observe a strong correlation
(Pearson ω = 0.82), suggesting that optimizing for dense
captioning may be a reasonable proxy for a broad range of
downstream tasks—though we have not established a causal
relationship and this suggestion should be taken with that
caveat in mind.
Leaderboards. We submitted Molmo-72B-D to sev-
eral leaderboards. Molmo-72B-D achieves first on the
VQA v2.0 leaderboard on the A-OKVQA leaderboard,
achieves third on DocQA and InfoQA, behind QwenVL-
72B, InternVL2-Pro. 11

E. Ablations Details
E.1. Discussion of Main Paper Ablations

Vision encoder. We adopted OpenAI’s CLIP early on and
used it for our main results and as the default in our abla-
tions. Later, we evaluated the three alternative choices in
Table 2a. All encoders are ViT-L/14 with 336→336 pixel
inputs, except for SigLIP which uses 384→384 pixels. For
MetaCLIP, we started with the weights of the 224→224

11Results as of Nov. 21, 2024.

model and resized the positional embeddings to 336→336
before using it in Molmo. To equalize computation, we
slightly reduced the maximum number of crops for SigLIP
so that the average vision token count is similar for all mod-
els. Overall, the three encoders that were trained on web-
scale noisy image-text data perform very similar to each
other on both metrics. Of significant note, this includes
MetaCLIP which is a fully open model (data and weights)
meaning that every model component and every bit of data

in a Molmo model equipped with MetaCLIP and OLMo is

open. In retrospect, we should have used MetaCLIP as our
default vision encoder, but we evaluated it too late in the
process to retrain all Molmo models and ablations that were
already based on OpenAI’s CLIP vision encoder.

Also, surprisingly, when using the DINOv2 backbone—
which is trained on images only (no text, no label
supervision)—Molmo performs only slightly worse than
the vision-language supervised vision encoders. DINOv2
also performs well in our user study (Table 5), with a
win-rate (excluding ties) of 45% compared to our standard
Molmo-7B-D configuration (i.e., Molmo-7B-D wins 55%
of all non-tie matches against its DINOv2-based variant).
Image resolution. Table 2b shows that using more crops
(and thus higher image resolution) for training and testing
generally improves results. We found that some tasks, like
document-heavy ones, even benefit from using more crops
in inference than the number used for training. However, for
captioning and pointing (and thus counting), results degrade
when the number of test crops does not equal the number of
training crops. Therefore, for captioning and counting tasks
we always force these values to be the same. As shown in
Table 12 this awkward detail can be remediated by a small
amount of high-resolution fine-tuning and then always us-
ing that same number of crops during inference for all tasks.
Dropout. Dropout in the LLM generally improves both
pre-training and fine-tuning (Table 2c). We also find that
our novel text-token-only dropout, in which dropout is only
applied to the text tokens of the caption, not to the vision
or prompt tokens, improves the captioning metric. We hy-
pothesize that this restricted dropout encourages the model
to rely more on the vision tokens, rather than guess based
on the previous text tokens, when generating tokens which
may reduce hallucinations.
Length conditioning. Our captioning pre-training task in-
cludes a length hint. In Table 2e we ablate this design choice
and find that it significantly impacts the captioning metric,



but also improves the downstream tasks. Note that length
conditioning only changes the pre-training task; the fact
that it improves the downstream metrics indicates that cap-
tioning with length conditioning is a better pre-training task
than just captioning.
PixMo-Cap scaling. In Table 3a we show the scaling ef-
fects of PixMo-Cap data by training with smaller fractions
of the data in both pre-training and as part of the fine-tuning
data mixture. Both metrics clearly improve as the amount
of captioning data varies from none at all to the full set of
712k images. We also tested the model with no PixMo-
Cap data in our user study (Table 5), where it had a win-
rate (excluding ties) of only 35% compared to our standard
Molmo-7B-D configuration. Removing PixMo-Cap data
has a severe negative impact on its user preference score.
Pre-training data. We consider different choices of pre-
training data in Table 3b. Pre-training VLMs, not just the vi-
sion encoder, with web-scale noisy image-text data is a pop-
ular data choice in contemporary methods (e.g., [5, 10]). We
test if this has any advantage using data from LAION [98].
To do this we add a preliminary training stage that tunes the
model for 50k steps and a batch size of 1024 on image/text
pairs from LAION 2B. In this stage only the V/L connec-
tor is tuned, the LLM and image encoder are frozen. This
pre-trained model is then trained on the dense captions and
then our instruction tuning mixture as normal. We find no
improvement in metrics using this strategy, allowing us to
keep the training pipeline simple.

Another popular choice is to use ShareGPT4V/o [15],
which involves distilling from GPT-4 through captions. Us-
ing this data instead of PixMo-Cap performs worse on both
metrics even when approximately controlling for the data
scale (compare to 178k PixMo-Cap images in Table 3a. In
contrast, if we caption all PixMo-Cap images with GPT-4o
and train on those captions, both metrics perform strongly.
We think this is likely because PixMo-Cap has a more di-
verse image distribution, and due to captioning improve-
ments in GPT-4o. Finally, we compare our default setting
to either using only the raw audio transcripts or only using
the LLM cleaned transcripts, both of which perform slightly
worse than our default strategy of using both.
Supervised fine-tuning data. We explore choices of fine-
tuning data in Table 3c. Using only academic data sets
(specifically the ones in Fig. 4, but excluding Android-
Control) performs significantly worse than our full mix-
ture (72.2% vs. 76.8%). The gap is primarily explained by
PixMo-Docs, which improves results on document-heavy
tasks, and the counting data from PixMo-Points and PixMo-
Count. The other fine-tuning PixMo datasets have a small,
and sometimes slightly negative, impact on the 11 bench-
marks; they primarily add new skills to the model and im-
prove user experience when chatting with it, as shown by
user preference scores in Table 5.

Figure 10. PixMo-Points distribution of counts. We show the
number of pointing questions (on a log scale) with answers in dif-
ferent ranges (e.g., 1 to 10, 11 to 20, etc.).

Counting. In Table 4d we compare encoding points in
plain-text as numbers between 0.0 and 100.0 with one sig-
nificant digit of precision (our default) vs. adding 1000 spe-
cial point tokens to the model’s tokenizer, maintaining the
same spatial precision. We find that using special point to-
kens performs substantially worse than the simple plain-text
representation.

E.2. Additional Ablations
Additional model ablations are presented in Table 15 for
vision encoder layers, learning rate warmup, and gradient
normalization. See table captions for more details.

F. Data Details

PixMo-Points. The PixMo-Points dataset has a total of
229k unique images and a total of 1.98M referring expres-
sions. It has an average of 8.7 distinct expressions per im-
age with an average 5.5 points per expression, and an aver-
age of 47.7 total points per image. Additionally, there are
359k instances with no target object (no points). Figure 10
shows the distribution of number of points for expressions
with non-zero points. PixMo-Points is a much larger and
more diverse dataset than previous works such as gRef-
COCO [66] (which contains a total of 20k images, 60k dis-
tinct instances, 278k expressions, of which 80k are multi-
target and 32k are no-target expressions) and also much
larger than RefCOCO, RefCOCOg and RefCOCO+ [126],
each with about 86k, 142k and 141k unique referring ex-
pressions respectively and no multi-target references. Ad-
ditionally, PixMo-Points focuses on referring to points and
not segmentation masks, making it significantly more effi-
cient to collect.
PixMo-Cap. We prompted our annotators with the follow-
ing questions to answer in their spoken image descriptions.



layers cap F1 11-avg
3rd-to-last & 10th-to-last 54.1 76.9
only 3rd-to-last 53.7 76.6
only 10th-to-last 52.5 76.3

(a) Vision encoder layers. Concatenating
features from multiple ViT layers (near the
end and towards the middle) vs. using fea-
tures only from each of those layers.

steps (ViT / con. / LLM) cap F1 11-avg
2000 / 200 / 2000 54.1 76.9
200 / 200 / 200 53.7 76.9

(b) Learning rate warmup. The number of
learning rate warmup steps used in caption
pre-training for the three principal model
components: ViT, connector, and LLM.

grad norm cap F1 11-avg
component-wise 54.1 76.9
global 53.6 76.9
global, fine-tune only 54.1 76.9

(c) Grad norm. Gradient normalization ap-
plied separately to the ViT, connector, and
LLM parameters, globally to all parameters
(row 2), or component-wise for pre-training
and globally for fine-tuning (row 3).

Table 15. Additional model ablations. Defaults are in gray .

1. What is the image at first glance?

2. What are the objects and their counts?

3. What does the text say?

4. What are the positions of the objects?

5. What subtle details are noticeable?

6. What is in the background?

7. What is the style and color?

PixMo-Docs. We developed a generation framework for
synthesizing text- and figure-heavy images. The core idea
is to harness the coding capabilities of a text-only LLM
to generate programs that render image data. These pro-
grams are then used as context for another LLM to construct
instruction-tuning datasets.

Our framework supports seven programming lan-
guages/rendering libraries, including Matplotlib, Plotly, La-
TeX, HTML, Vega-Lite, Mermaid, and Graphviz. Using
these tools, we designed specialized pipelines to generate
charts, tables, diagrams, and various types of documents.

The framework accepts text input to control the gen-
eration process. For instance, given the input “restaurant
menu”, the system selects the appropriate tools to gener-
ate relevant data. To diversify the final datasets, we use a
comprehensive set of input queries. Additionally, we en-
hance data diversity by incorporating personas [35], which
control the content and style of the synthetic data. For ex-
ample, when generating “restaurant menu” data with the
persona “A barbecue enthusiast known for their amazing
grilled food at every Tennessee Vols game”, the framework
produces a data point featuring a “Southern fusion menu
combining traditional BBQ with international flavors, pre-
sented on a wooden board background”. This approach al-
lows us to enrich the variety within each category of syn-
thetic data.

We use Claude-3.5 Sonnet [7] for code generation and
GPT-4o-mini [89] during the instruction-tuning data gener-
ation stage, prioritizing cost efficiency.

G. Dataset Examples
We include randomly selected examples from the PixMo-ε
datasets. Prompts are shown in bold, and points are shown
with pink dots.
• PixMo-Cap - Figure 12
• PixMo-AskModelAnything- Figure 13

• PixMo-Points - Figure 14
• PixMo-Points with explanations - Figure 15
• PixMo-CapQA - Figure 16
• PixMo-Clocks - Figure 17
• PixMo-Count - Figure 18
• PixMo-Docs (charts) - Figure 19
• PixMo-Docs (tables) - Figure 20
• PixMo-Docs (diagrams) - Figure 21
• PixMo-Docs (other) - Figure 22

H. Related Work

Vision-language contrastive models. Vision-language
models have become popular in the last few years. Mod-
els such as CLIP [96] and ALIGN [43] that are trained on
noisy web data provide strong language-aligned image en-
coders and perform well on downstream classification and
image-text retrieval tasks, without any task specific tun-
ing. Previous works [33, 115] proposed similar ideas be-
fore transformers [109] became popular. Since CLIP was
released, other works have focused on making the CLIP
pipeline fully open [20, 118]. However, vision encoders
trained with noisy web data have limitations in discerning
details, as discussed in [107].
Multimodal LLMs. Multimodal LLMs often use CLIP-
style image encoders and align image embeddings with the
LLM input space via a connector module [26, 41, 59, 69,
71, 85, 92, 105, 112, 131]. Some works have also explored
using multiple image encoders in tandem with CLIP-style
encoders [74, 106], such as using self-supervised learn-
ing (SSL) encoders [91]. Many works use a pre-training
stage for just the connector weights [12, 34, 69, 106]
while others do not have an explicit connector training
stage [10, 18, 48, 67]. In contrast, two other common ar-
chitecture strategies are (1) directly connecting the image
embedding to different LLM layer embeddings via cross-
attention [5, 6, 58, 134] and (2) removing the image encoder
and directly inputting the pixels [9, 56]. The cross-attention
design naturally allows for the introduction of a large num-
ber of new parameters, which enables freezing the LLM
while still training an effective VLM. This approach has the
advantage of maintaining text-only task performance (cf .
Table 13). Due to the compute constraints for training and
inference of these models, there has also been a rise in effi-



Figure 11. VLM Openness Comparison. We characterize the openness of VLMs based on two attributes (open weights, open data and
code) across three model components (the VLM and its two pre-trained components, the LLM backbone and the vision encoder). In
addition to open vs. closed, we use the ”distilled” label to indicate that the data used to train the VLM includes images and text generated
by a different, proprietary VLM, meaning that the model cannot be reproduced without a dependency on the proprietary VLM.

cient multimodal LLMs [14, 22, 64, 79, 123, 128, 137].

The best performing multimodal LLMs [7, 90, 103] are
proprietary closed source models. While they are very
capable, not much is known about how these models are
trained and what data they use. In contrast, many works
release their model weights [1, 3, 5, 10, 111] but don’t re-
lease their training recipes or don’t disclose all the data
used. Other works provide all the training details and
data [54, 59, 106, 119, 133], but use data generated by pro-
prietary VLMs such as [15]. Hence, there is a need for a

fully open SoTA training pipeline that does not use previ-
ously trained multimodal LLMs to generate data.

Vision-language instruction tuning datasets. The rise in
popularity of VLMs has also led to a rise of methods to
build visual instruction-tuning data. A common approach is
to annotate an image with vision models (or use ground-
truth annotations), and then use a LLM to generate QA
pairs [57, 69, 125, 137] from those annotations. However,
these approaches are limited since the automatically gen-
erated annotations can be noisy, and even ground-truth an-



notations often do not comprehensively describe all the de-
tails in the image. PixMo-CapQA takes a similar approach
but uses the detailed captions from PixMo-Cap which pro-
vide more comprehensive image descriptions. Many recent
methods have used proprietary VLMs to annotate images
directly [13, 15, 68, 71, 110], which is effective but makes
the training pipeline dependent on a closed source VLM.

It is also very common to pair templated instructions
with existing annotated datasets to build instruction tuning
data (e.g., [5, 44, 57, 75]). While Molmo also uses academic
datasets, we prefer style tags over natural language instruc-
tions since we believe our data, and in particular PixMo-
AskModelAnything, provides better training for conversa-
tional user interactions.

Our approach to having annotators work with a LLM
when generating QA pairs is similar to the approach in [80],
but we extend this idea to image/language data.
Synthetic vision-language datasets. Prior approaches to
synthetic chart generation typically only support one or two
types of charts [46, 47, 86], often with a heavy focus on
bar charts or line plots. PixMo-Docs uses code as the text-
only representation for the LLM which lets us support much
more diverse formats, including heat-maps, violin plots,
chord diagrams, geographic plots, tree maps among many
others. Our use of HTML for document generation is also
similar to [55], however we consider many additional ap-
proaches to representing documents besides HTML.

Synthetic clock data has been considered [121]. Our ap-
proach uses real watch faces instead of rendering clocks
purely from a simulator, which gives our synthetic data
more diversity (e.g., watches with no second hand, stylized
decorations or coloring, background images, a separate in-
ner piece to show seconds). Combining these two datasets
might yield additional improvements.
VLM grounding. Multimodal LLMs that support ground-
ing language in an image are becoming more common [61,
92, 94, 97, 117, 127, 132]. These works commonly use au-
tomated object detectors and/or existing referring expres-
sion datasets [52, 66, 126] for training data. Of these
datasets, GRES [66] is most similar to PixMo-Points in that
it is human-annotated and includes arbitrary expressions
(not just object categories), none-present annotations, and
allows expressions to refer to multiple object in the image.
However, it only grounds a limited category of objects (e.g.,
only COCO categories), and rarely grounds expressions in
a large numbers of objects in a single image. For PixMo-
Points we source a diverse set of images and collect points
from human annotators. We annotate points instead of seg-
mentation masks, which enables us to collect 1.98M unique
referring expression instances with an average of 5.5 points
per expression.
Bootstrapping from LLMs. Closed text-only LLMs are
commonly used for data generation and curation [69]. We

also made use of closed text-only LLMs when building sev-
eral of the PixMo datasets. Given our stance against using
VLMs for building datasets, it’s worth justifying the use of
closed LLMs. It is true using closed LLMs means the cur-
rent data pipeline is not entirely open. However, once open

LLMs (e.g., [37]) become sufficiently good they can be used
in place of closed ones to build a dataset functionally equiv-
alent to PixMo. Our philosophy is that we should not wait
for open LLM research to achieve this goal and instead we
should pursue research on building open VLMs in parallel.
We note that using one VLM to build another VLM is en-
tirely different than using an LLM, because the dependency
is circular and therefore cannot result in a fully open system
at a later point in time.



Generate a long caption about this image.

This black and white sketch depicts a boat, elegantly stationed at a pier.
The boat, seemingly wooden, showcases a classic design with four
prominent sails catching an imagined breeze. Below the boat, text
inscribed reads "TAPTANA" in clear, uppercase letters. In the lower
right-hand corner, another text, written in cursive and appearing less
legible, adds an air of authenticity to the artwork. The meticulous detail
in the sails and the overall structure of the boat highlights the
craftsmanship and artistry involved in this sketch.

Create a detailed caption

This photograph, taken at night, captures the striking image of a hotel called Breeze
Suites. The sky is pitch black, with no stars or a moon visible, enveloping the
surrounding area in total darkness. In the middle ground, faint outlines of trees are
visible in front of the building. The hotel itself appears to be ûve or six stories tall and is
brightly illuminated with yellow and orange lights, highlighting its structure. At the very
top of the building, a prominent neon red sign displays the name <Breeze Suites,=
accompanied by a wave-shaped logo. The façade features crisscross light patterns,
adding to the building’s visual appeal. A set of stairs is visible in the central breezeway,
and although the hotel is well-lit, the details of the trees and surroundings remain
indistinct due to the enveloping darkness.

Create a detailed caption

This detailed color photograph captures an empty room within a house.
The room’s walls are painted a bright, dusty green, overlaid with a
lighter green paint that is notably peeling and chipping away, revealing
the layer beneath. Dominating one wall is a window divided into four
rows of three panes each, making a total of 12 glass panes. The window
frame and windowsill are painted a dark black, adding a stark contrast to
the green walls.

On the left side of the image, an open doorway reveals a white-painted
door with its own peeling paint. Beyond the doorway, darkness obscur…

describe the image

A screenshot captured from an Android phone displays a Twitter.com interface, taken
when the platform was still known as Twitter, prior to its rebranding as X. The user's
device, likely a customized Android given the minimal status indicators at the top of the
screen, shows the time as 3:04. The status bar reveals a strong Wi-Fi connection,
indicated by the full Wi-Fi signal icon, alongside a charging and fully charged battery
icon. The mobile data shows two bars of signal strength, with the GPS icon activated.

The screenshot focuses on the Twitter proûle of Stu Peters (@realStuPeters). The user is
not following this account, which has made a total of approximately 10,000 tweets. The
visible tweet from Stu Peters, dated March 28th, is a reply to David Pakman…

Write a long caption

**Screenshot Description: Mobile Application Interface**

The screenshot is of a mobile application on an iPhone, illustrating the
messaging interface.

**Status Bar Details:**
- Time: 4:17 PM is displayed in the top-left corner.
- Cellular Signal: The phone shows 2 out of 4 cellular signal bars.
- Wi-Fi Signal: The Wi-Fi signal is weak, with 1 out of 3 bars.
- Battery Indicator: Although the battery percentage is not displayed, t…

Write a long caption

This image is a triptych featuring three detailed shots of pizzas from Catûshman's
Pizzeria in Calgary, AB, established in 2018. The top, landscape-oriented photo
showcases the pizzeria's whimsical box design, adorned with a cartoon catûsh character
donning a white chef's hat, a chef's outût, and a red bandana.

The two images below provide closer looks at the pizzeria's offerings. On the bottom
left, a close-up reveals an uncooked, cheese-loaded pizza that nearly overüows a plastic
cutting board set on a brown surface. The pizza is generously coated in cheese and
tomato sauce, unadorned by other toppings, ready to be sliced and served.
…

Describe this

In this horizontally aligned landscape photograph, taken from a ûrst-
person point of view, a heavyset man in a dark blue, sawdust-covered T-
shirt is holding a bright orange and black weed eater. The image, taken
with a GoPro camera, shows the man gripping the top handle of the
weed eater with his right hand and a secondary handle with his left. His
stomach protrudes slightly under the shirt.

To the right of the image, there is a green bucket with a gray object
inside it, standing on smoother concrete, indicative of a garage or
workshop area which has a layer of dust or sawdust on the üoor. In the…

describe this

This image captures a bustling downtown scene under a clear, sunlit sky. Central to the
composition is a large, triangular billboard structure, completely devoid of any
advertisements, revealing blank white surfaces on all visible panels. The billboard is
equipped with numerous lights positioned on poles above it, presumably to illuminate it
at night. Surrounding the billboard are several prominent buildings, notable among them
a towering red brick structure on the right, adorned with rows of windows and ûre
escape ladders. A water tower perches on one of the rooftops, adding to the urban
atmosphere. To the left, a tall white building with additional ladders or metal structures
is visible. The upper left corner of the image features a yellow crane, its pulleys and
chains slightly extending into the frame. The entire billboard is encased in a metal fen…

Figure 12. Randomly selected examples from PixMo-Cap with our prompt templates.

What kind of donut is this?

This appears to be a cinnamon
sugar donut. The donut itself
has a light tan color typical of a
traditional fried dough. It's
coated with a generous layer of
cinnamon sugar, giving it that
classic sweet and slightly spicy
üavor proûle.

The topping isn't cheese as…

Can you take the phrase Easter
Rabbit and put all the letters
alphabetically?

Certainly! Let's take the phrase "Easter
Rabbit" and arrange its letters
alphabetically:

A A B B E E I R R S T T

This includes all the letters from "Easter
Rabbit" in alphabetical order, with…

what kind of car is shown in the
image?

The car shown in the image is an Audi
R8. This high-performance sports car is
known for its sleek and distinctive
design. The Audi R8 features a mid-
engine layout and is recognized for its
impressive performance capabilities. It's
a popular choice among sports car
enthusiasts and has been featured in
various racing events and competitions…

what kind of back brake is on
this motorcycle?

The motorcycle in this image is
equipped with a rear drum
brake. You can see the drum
brake assembly attached to the
hub of the rear wheel. Drum
brakes are an older brake
technology that's less common
on modern high-performance
motorcycles, but they're still…

what is in this image

This image appears to be an AI-
generated fantasy forest scene. It depicts
a lush, vibrant forest with various types
of trees, including bamboo and palm
trees, as well as trees with autumn-
colored leaves in shades of orange and
yellow. The ground is covered in green
grass and dotted with colorful üowers,
particularly red and orange blooms. A
small pond with lily pads adds to the…

what is in the background?

The background of the image features a
window with blurry white curtains visible
on one side. Sunlight appears to be
streaming in through the window,
creating a bright and airy atmosphere.
The background is intentionally out of
focus, which helps draw attention to the
main subject of the image in the
foreground. This soft, blurred
background provides a pleasant and…

answer with text only, do not
points
how many times is the
number 1 used in the photo

The number 1 appears six times
in the photo. It's used in various
parts of the contact information
displayed, such as phone
numbers and ID codes. These
occurrences of the number 1 are
distributed across different…

Do not point
How many blades this has?

The wind turbine in the image has three
blades. All three blades are clearly
visible, extending outward from the
central hub in a typical tri-blade
conûguration. This design is common
for modern wind turbines as it provides
a good balance of efûciency and
stability.

what is this

This is a striking mural painted on the
side of a building in Houston, Texas. It's
a collaborative piece created by two
renowned local grafûti artists, Daniel
Anguilu and ACK!. The mural showcases
a surreal and emotionally evocative
scene.

The artwork reüects the unique styles of
both artists. Daniel Anguilu, known for…

Figure 13. Randomly selected examples from PixMo-AskModelAnything.



how many musicians.

Counting the <points x1="8.2"
y1="37.6" x2="10.9" y2="45.3"
x3="13.9" y3="19.4" x4="16.3"
y4="11.4" x5="17.4" y5="28.8"
x6="23.3" y6="35.5" x7="39.1"
y7="27.3" x8="42.4" y8="23.5"
x9="56.0" y9="4.8" x10="63.1"
y10="28.3" x11="69.3" y11="19.6"
x12="71.5" y12="29.7" x13="86.2"
y13="17.1" x14="94.6" y14="28.…

Find the plates

<points x1="33.0"
y1="63.7" x2="34.2"
y2="67.1" x3="34.5"
y3="62.5" x4="36.1"
y4="65.9" x5="36.4"
y5="68.4" x6="37.6"
y6="71.6"
alt="plates">plates</points>

how many
yellow pencil.

Counting the
<point
x="26.9"
y="21.8"
alt="yellow
pencil">yellow
pencil</point>
shows a total
of 1.

Find the first top layer

<point x="57.7" y="1.1"
alt="first top layer">first top
layer</point>

Can you show me where the top of
the logs are?

There are none.

Can you show me where
the men are?

<points x1="26.3"
y1="58.9" x2="30.5"
y2="31.7"
alt="men">men</points>

Show me
where the cow
are and
output the
total count.

There are
none.

how many chimney

Counting the <point x="22.1"
y="27.3"
alt="chimney">chimney</point>
shows a total of 1.

find single line of text overlayed
on image

<points x1="13.9" y1="78.6"
x2="13.9" y2="83.1" x3="20.2"
y3="5.0" x4="24.3" y4="8.2"
x5="26.4" y5="11.4" x6="26.4"
y6="56.5" x7="26.4" y7="61.9"
x8="32.3" y8="27.7" x9="32.3"
y9="33.5" x10="62.3" y10="11.6"
x11="62.7" y11="9.3" x12="67.5"
y12="84.0" x13="67.5" y13="91.…

Locate all Glass of the
window.

<points x1="34.7"
y1="54.5" x2="72.5"
y2="67.0" alt="Glass of the
window">Glass of the
window</points>

find interstate
roads in
washington
state

<points
x1="19.2"
y1="93.6"
x2="25.1"
y2="50.7"
x3="52.7"
y3="49.8"…

Look for stone wall in the
image and show me where they
are.

<points x1="7.8" y1="74.8"
x2="87.0" y2="40.0" x3="92.8"
y3="86.3" alt="stone
wall">stone wall</points>

find any tan scatter rug, bottom
right of center in the picture

<point x="75.7" y="78.0" alt="tan
scatter rug, bottom right of
center">tan scatter rug, bottom right
of center</point>

Tell me where each Feet is.

There are none.

Locate all
grape stems.

<points
x1="34.5"
y1="55.6"
x2="35.2"
y2="38.1"
x3="37.4"
y3="34.1"
x4="41.2"
y4="50.8"…

Can you see any deck in the
image? Point to them.

<point x="51.6" y="77.9"
alt="deck">deck</point>

Figure 14. Randomly selected examples from PixMo-Points. Even when text has been cut off, all points still appear in the image. Our
templated prompts can be ungrammatical for some of these options, but we find they are still sufficient to let the model respond correctly
to natural language instructions.

What is the title?

The image shows a pie chart
displaying statistics about
windowed, full screen, and no
answer options, but it does not
contain a title. Based on the
information visible in the image, the
title cannot be determined.

what is the title of the graph?

The image shows a pie chart displaying
personal New Year's resolutions. <point
x="51.4" y="5.9" alt="Title of the pie
chart">The title of the graph is "#1
Personal New Year's Resolution"</point>,
which accurately summarizes the content
of the chart. This title clearly indicates that
the data presented represents the most
popular or primary New Year's resolutions
among respondents.

What percentage is business?

The image shows a pie chart of
the top 10 email categories for
phishing tests. <point x="62.0"
y="20.0" alt="Business category
in the pie chart">Business emails
make up 25% of the phishing
attempts</point>, representing
the largest slice of the pie. This
indicates that business-related
phishing emails are the most…

What percentage of parents use
Facebook?

The image shows a breakdown of
social media usage among parents.
<point x="66.6" y="24.2"
alt="Percentage of parents using
Facebook">74 percent</point> of
parents use Facebook, making it the
most popular social media platform
among this demographic. This
statistic combines both mothers an…

What's the title?

The image shows a detailed financial
document for <point x="30.2" y="8.3"
alt="Title of the document">Cow-Calf
Production</point> on improved pastures.
This document appears to be a projection
of costs and returns for a 40-cow herd in
North Texas for the year 2002. It provides a
comprehensive breakdown of various
financial aspects related to cattle
production, including income, operating…

what is the average percent in
my multi point selection?

To calculate the average percent
of the selected points, we need to
examine each point and sum up
their percentages, then divide by
the total number of points. Let's
go through the data:

<point x="52.8" y="11.9"
alt="52% of searches are from…

What is the highest craft
distilleries in one state?

The image shows two maps of the
United States depicting craft
distilleries by state in 2007 and
2017. Looking at the 2017 map, we
can see that <point x="72.3"
y="68.5" alt="State with the highest
number of craft
distilleries">106</point> is the
highest number of craft distilleries…

What number and color can we see on
the first image on the top row to the left?

The image shows a series of statistics about
port community organizations. <point
x="9.4" y="7.9" alt="41,200 people
working in the port
community">41,200</point> is the number
displayed in the first circle on the top left,
representing the number of people working
in the port community. This statistic is
presented in a <point x="12.0" y="4.2"…

what is the cost for 2
watermelons?

The image shows a breakdown of
costs for watermelon production
in Northeast Texas. <point
x="78.6" y="24.1" alt="Price per
unit of watermelons">The price
per unit (cwt.) of watermelons is
$3.00, and the quantity produced
is 120 units</point>. To calculate
the cost for 2 watermelons, we…

Figure 15. Randomly selected examples from the experimental PixMo-Points data that includes points with explanations.



Create a witty one-liner that combines the concept of a chameleon's color-changing abilities
with the vibrant nature of the artwork shown. Your joke should cleverly reference the multitude
of colors present in the image without explicitly listing them all. Make sure to incorporate the
phrase "fine art" in your punchline.

Why did the chameleon have a nervous breakdown at the art gallery? It tried to blend in with this
"ûne art" and short-circuited from color overload!

Imagine you're a baker who just created this beautiful
Nutella swirl bread. What's going through your mind
as you look at your finished creation, and how do you
plan to share it with others?

As I gaze at my freshly baked Nutella swirl bread, I can't
help but feel a sense of pride and accomplishment. The
intricate swirls and starburst pattern in the center turned
out even better than I had hoped. The aroma of warm bread
and chocolate ûlls the air, making my mouth water.

I carefully place the loaf on my favorite wooden cutting…

What emotions or feelings does this image of a soda can evoke?

Looking at this image, I'd say it evokes a sense of refreshment and anticipation. The condensation
droplets running down the can suggest coolness, which can be quite appealing, especially on a hot
day. The reüective silver surface of the can gives it a sleek, modern look that might create a feeling of
trendiness or sophistication. The detailed nutritional and ingredient information might evoke feelings
of curiosity or conscientiousness in some viewers. Overall, the image likely creates a desire for the
beverage, combining the visual cues of refreshment with the promise of a caffeinated pick-me-up, as
indicated by the coffee and caffeine content mentioned on the can.

A youth soccer field is set up as a rectangle with a
length that is 1.5 times its width. The field's perimeter is
equal to the number of players visible on the field
multiplied by 20 meters. If the area of one of the square
tent canopies visible in the image is 16 square meters,
what is the total area of the soccer field in square
meters?

To solve this problem, we need to:
1. Count the number of players visible on the ûeld from the
image: 9 players
2. Calculate the perimeter: 9 * 20 = 180 meters…

Can you come up with a grilling pun or joke based on this image of someone checking the
doneness of meat on a barbecue?

Sure! Here's a grilling pun for you:

Why did the grillmaster get arrested?

Because he was caught feeling up his meat in public!

This joke plays on the image of someone touching the meat to check its doneness, but gives it a
humorous, slightly risqué twist by comparing it to inappropriate touching. It's a bit of wordplay that
combines the culinary context with a cheeky double meaning.

Does the chameleon have bright green eyelids?

Yes. The chameleon in the image has vibrant green
coloration, including bright green eyelids.

Figure 16. Randomly selected examples from the synthetic PixMo-CapQA data generated from PixMo-Cap.

What time is
being shown?

The time shown
is 1:30:59

What time is
being shown?

The time shown
is 7:01:22

What time is
being shown?

The time shown
is 3:42:53

What time is being
shown?

The time is not
shown in the image.

What time is
being shown?

The time shown
is 12:25

What time is
being shown?

The time shown
is 8:45:59

What time is
being shown?

The time shown
is 5:30 AM

What time is being
shown?

The time shown is
5:44 PM

Figure 17. Randomly selected examples from the synthetic PixMo-Clocks data after our data augmentation.

Generate list of points
showing where the people
are and output the total
count.

Counting the <points
x1="15.5" y1="52.1"
x2="36.8" y2="54.3"
x3="57.6" y3="52.9"
x4="83.3" y4="49.0"
alt="people">people</points>
shows a total of 4.

Show me where a people is

<point x="53.5" y="50.2"
alt="people">people</point>

How many people are
there?

Counting the <point x="44.3"
y="71.6"
alt="people">people</point>
shows a total of 1.

find any dogs in the picture

<points x1="46.5" y1="62.7"
x2="67.9" y2="51.8"
alt="dogs">dogs</points>

Count the people.

Counting the <points
x1="21.9" y1="63.3"
x2="47.5" y2="60.9"
x3="68.2" y3="67.5"
x4="73.9" y4="65.5"
x5="87.1" y5="63.8"
alt="people">people</points>
shows a total of 5.

If you see any horses in the
image, give me the count.
Otherwise, say 'This isn't in
the image.'

Counting the <points
x1="12.9" y1="17.0"
x2="13.0" y2="43.0"
x3="13.1" y3="68.6"
x4="37.2" y4="15.6"
x5="37.5" y5="43.2"
x6="37.9" y6="68.6"…

Can you point out all people
in this image? How many
are there?

Counting the <points
x1="14.7" y1="48.6"
x2="22.5" y2="49.5"
x3="41.0" y3="50.6"
x4="48.6" y4="54.2"
x5="57.8" y5="58.8"
x6="84.3" y6="51.7"
alt="people">people</poin…

Can you point out all people
in this image?

<points x1="29.5" y1="52.7"
x2="37.7" y2="52.0"
x3="43.3" y3="50.0"
x4="50.8" y4="52.1"
x5="58.3" y5="51.4"
x6="64.9" y6="51.2"
x7="72.7" y7="51.9"
x8="80.4" y8="54.6"
alt="people">people</points>

Figure 18. Randomly selected examples from the synthetic PixMo-Count data.



What is the
title of the
figure?

Lukinhas ba
Fan Meetup
Participation in
Salvador

How many
levels of
believability
are present in
the chart?

Seven

Which age and
gender
combination has
the least
preference score
for Amazon
Prime?

65-74 (Female)

What does the
color bar on the
side of the plot
represent?

Frequency of
data points

What is the
average 'High'
value of all the
topics
combined?

11.27

How many
product
categories are
represented in
the chart?

6

Compare the
number of
elliptical and
irregular
galaxies. Which
is greater?

Elliptical

Which category
receives the
highest budget
allocation, and
what is its
code?

Performance
Arts, 500000

Figure 19. Randomly selected chart examples from the synthetic PixMo-Docs data.

What is the total
cost for
Nutritionist
Consultations
over the year?

1040

Which
location sold
more T-shirts:
New York,
NY or Boston,
MA?

New York, NY

Which industry
had the highest
post-
implementation
average response
time?

Aviation

Which position
type has the
highest number
of reported
injuries in the
31-35 age
group?

Tie (1 for each
position)

What platform
had the lowest
ranking for
CodeCraft
Mobile on May
1?

Android

What is the
average
spending on
souvenirs for
American
visitors aged
25-34 in
Florence?

150

Is the attendance
rate for the 3-year
age group above
80%?

Yes

How many
healthcare
systems
reported a
telemedicine
adoption rate
above 60%?

3

Figure 20. Randomly selected table examples from the synthetic PixMo-Docs data.

What is the total
number of nodes
in the diagram?

10

What
relationship is
depicted
between the
Indian Ocean
Trade
Network and
the Ottoman
Empire?

Political
Alliances

What
relationship do
"Joining Online
Communities"
and "Visiting
Local Record
Stores" share?

Sequential

Who won the
2018
tournament?

Chris
Johnston

Which task has
the longest
duration in
"Implementation
Phase 1"?

Initial Rollout to
Selected Classes

What is the
first stage of
the festival
planning?

Initial
Brainstorming

Which process
is the final step
before
displaying the
navigation
information?

Route Planning
Algorithm

What is the
final action
taken by the
customer in
the sequence?

Receive items
at delivery
address

Figure 21. Randomly selected diagram examples from the synthetic PixMo-Docs data.



How many new
key accounts did
John Smith
secure?

five

What are the key
components in the
lunch section?

Complete protein
and healthy fats

What is the total
monthly cost of
rent and utilities?

€900/month

How much does an ACE
Membership cost?

$49

Are donations tax-
deductible?

Yes

What is the name
of the climate
movement?

Global Green
Alliance

What skills does
she have?

Acting, Dancing,
Singing, Traditional
Thai performance

What is the preferred
qualification for teachers
according to the
document?

Master's degree in Dance
Education or
Choreography

Figure 22. Other randomly selected documents from the synthetic PixMo-Docs data.


