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1. Discussions on Limitations
As a conditional generation method built on a score-based
diffusion model, our approach also inherits the limitation of
a higher sampling time cost. While we alleviate the depen-
dency on hand-crafted training pair designs, the inference
process remains slower compared to training-based meth-
ods. This slowdown arises primarily from the need to com-
pute an additional derivative for the energy function during
each iteration, which increases the overall computational
cost. Previous works have demonstrated that strategies like
time-travel [7] or corrector sampling [6] can enhance per-
formance. To ensure a fair comparison, we adopt the same
settings in our approach. However, adopting these strategies
necessitates additional sampling steps, further contributing
to the computational overhead. Although these enhance-
ments align with best practices and ensure a fair compari-
son with other approaches, they amplify the time cost, high-
lighting the trade-off between improved performance and
computational efficiency in our method.

Another significant challenge lies in the selection of
the condition classifier p(c|xt). To meet the requirements
of a zero-shot setting, we employ training-free classifiers,
which leverage pre-trained discriminative models designed
for tasks such as segmentation, landmark detection, and
text-image coherence. These models enable flexibility and
eliminate the need for task-specific fine-tuning. However,
during our experiments, we observed that the loss values
computed by these classifiers can sometimes diverge from
human visual perception, posing a limitation in achieving
optimal results. This inconsistency is particularly evident
in widely used loss functions such as ArcFace loss [1]
for identity preservation and CLIP loss [4] for object cre-
ation. For instance, CLIP loss, while effective for measur-
ing general text-image alignment, struggles to capture nu-
anced differences in stylized or non-photorealistic images.
As demonstrated in Figure 1, the cosine similarity scores
produced by CLIP show a diminishing ability to reflect ac-
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(a) Cosine Similarity = 0.2549 (b) Cosine Similarity = 0.2019

(c) Cosine Similarity = 0.2632 (d) Cosine Similarity = 0.2620

(e) Cosine Similarity = 0.3179 (f) Cosine Similarity = 0.1925

Figure 1. We visualize the cosine similarity scores calculated by
CLIP for the given images using the prompt “cat wearing glasses.”
The results reveal that CLIP performs poorly on stylized images,
highlighting a significant gap between real-world images and the
generated conditional outputs.

tual perceptual quality when applied to highly stylized or
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Figure 2. We visualize the results of our approach conditioned
on a pose prior and two different face IDs, thereby constructing a
creation process guided by three attributes. While the generated
male actor appears visually more similar to the given face photo
compared to the female actor, the ArcFace loss is 0.44, which is
higher than the female actor’s loss of 0.37. This inconsistency
hidden in ArcFace loss limits our approach in generating high-
fidelity images.

abstract images, underscoring a notable gap between com-
putational metrics and human judgment. Similarly, ArcFace
loss may saturate and fail to distinguish subtle identity vari-
ations once the similarity score exceeds a certain threshold,
as shown in Figure 2. While our method excels at opti-
mizing multi-attribute outputs using these loss functions, its
performance is inherently constrained by the limitations of
the underlying metrics. The development or integration of
more perceptually aligned loss functions, particularly those
tailored for specific conditions or stylistic domains, could
significantly enhance the quality and consistency of the gen-
erated results.

Finally, as our method heavily depends on various pre-
trained open-source diffusion models for conditional gener-
ation, the fidelity and quality of the generated outputs are
intrinsically linked to the performance of these underlying
base models. This dependency implies that the capabilities
of our approach are inherently constrained by the strengths
and limitations of the pre-trained models we employ. As a
result, the Fréchet Inception Distance (FID) scores [2] for
our method may appear relatively lower when compared to
state-of-the-art, domain-specific models that are fine-tuned
for specific target tasks. Fine-tuned models are optimized
for particular datasets or objectives, often enabling them
to achieve superior fidelity and task-specific performance.
Moreover, our method may not be ideal for tasks that cannot
be effectively represented or optimized using a well-defined
loss function. Without a robust and task-aligned loss met-
ric, it becomes challenging to guide the generation process
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Figure 3. We visualize the stylized results guided by prompts in-
corporating both style and text conditions. Eight images are se-
lected, with all generated images guided by the same style refer-
ence image.

toward the desired outcomes, potentially limiting the appli-
cability of our approach in certain scenarios.
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Figure 4. We visualize the stylized results guided by prompts using
style and text conditions. Six images are selected, all generated
from the same prompt, that closely adhere to the style reference
images.

2. More Visualization Results

In this section, we present additional visualization results to
illustrate the effectiveness of our approach when applied to
various attributes.

2.1. Style Transfer

We incorporate the reference style c1 into the prompt-
guided images generated by the Stable Diffusion v1.4
model [5], which serves as p(x|c0). The results, pre-
sented in Figures 3 and 4, demonstrate that our approach ef-
fectively captures highly abstract artistic styles, accurately
matching the patterns, color schemes, and brushstrokes
characteristic of the artist. Examples include a bicycle ren-
dered in the style of Vincent Willem van Gogh and Mickey
Mouse depicted in the style of Piet Cornelies Mondrian.

2.2. Face Synthesis

We provide additional results for the face synthesis task,
incorporating multiple attributes based on the open-source
face diffusion model [3] and the pose-guided ControlNet
framework [8]. Figure 5 showcases the synthesis results
under two conditions: face identity and landmarks. These
examples highlight the effectiveness of our method in pre-
serving facial identity while adhering to specified structural
constraints. Similarly, Figure 6 demonstrates the results
when face segmentation maps and textual prompts are used
to guide the synthesis process. This setup emphasizes the
ability to integrate segmentation-based structural informa-
tion with semantic control via text prompts.

For the three-condition control scenario, Figure 8
presents extensive examples illustrating the generation of
new results based on the combined input of face identity,
face parsing maps, and prompt guidance. These results fur-
ther validate the robustness and versatility of our approach
in handling complex attribute combinations for conditional
face synthesis. We also present generated group photos con-
ditioned on pose and two distinct face identities, involving
three conditions in total in Figure 7. By utilizing differ-
ent face IDs, our approach demonstrates its capability to
effectively preserve the pose priors while accurately recon-
structing the target faces. This showcases the model’s abil-
ity to handle complex multi-condition scenarios, ensuring
both structural consistency and identity fidelity in the gen-
erated group images.
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Figure 5. Generated human faces for the ID and landmark preservation task. We select three distinct landmarks to guide the generation
process, incorporating variations in face orientation and facial expressions.
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Figure 6. Generated human faces for the text and face parsing preservation task are presented. We use four distinct face segmentation
maps to guide the generation process, ensuring diversity in the structural features of the output. Additionally, we incorporate variations in
prompts, allowing control over one of the key attributes of the target faces.

Figure 7. Generated group photos conditioned on the pose and two face identities, involving three conditions. We use different face IDs to
demonstrate that our approach effectively preserves the pose prior while reconstructing the target faces.
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Figure 8. Generated human faces for the ID, text, and segmentation map-guided conditional creation task. We use the same face identity
combined with different prompts and face segmentation maps to demonstrate the results.
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