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Model LLM Backbone MSRVTT-QA MSVD-QA

Accuracy Score Accuracy Score

Short-Video Approaches
Video Chat [12] Vicuna-7B ViT-G 45.0 2.5 56.3 2.8
Video LLaMA [17] Vicuna-7B ViT-G 29.6 1.8 51.6 2.5
Video-ChatGPT [14] Vicuna-7B ViT-L 49.3 2.8 64.9 3.3
LLaMA Adapter [18] LLaMA-7B ViT-L 43.8 2.7 54.9 3.1
Chat-UniVi [10] Vicuna1.5-7B ViT-L 55.0 3.1 69.3 3.7

Long-Video Approaches
MA-LMM [8] Vicuna-7B ViT-G 48.5 - 60.6 -
VTimeLLM [9] Vicuna1.5-7B ViT-L - - - -
MovieChat [15] LLaMA2-7B ViT-G 52.7 2.6 75.2 3.8
LLaMA-VID [13] Vicuna-7B ViT-G 58.3 3.3 69.7 3.7
ReWind (Ours) LLaMA2-7B ViT-G 56.9 3.4 69.3 3.8

Table 1. Evaluation for short VQA on MSRVTT-QA, MSVD-QA,
and VideoChatGPT test sets with GPT-3.5. The best result is high-
lighted in bold, and the second best is underlined.

1. Additional Short-Video VQA Experiments
In Table 1, we report zero-shot results on MSRVTT-QA
and MSVD-QA of ReWind. Our approach, despite being
specifically designed for long videos, outperforms previ-
ous short-term video approaches and has competitive per-
formance compared to the current SOTA. Specifically, we
obtain SOTA results on Score for both datasets.

2. Pretraining Stage
During the pretraining stage, we conduct standard multi-
modal alignment, to train the perceiver component to effec-
tively capture semantic visual information. Specifically, as
reported in the main manuscript, it consists of contrastive
learning utilizing the SigLIP [16] loss between perceiver
projections and caption encodings from BERT [5]. Particu-
larly, we use a pre-trained BERT from hugging face under
the following repository name: ’google-bert/bert-base un-
cased’1. In this stage, the ViT (EVA02-ViT-G/14) is kept
frozen and the features are extracted from its penultimate
layer as suggested in [6]. As reported in the manuscript, the
pertaining is done on 100K video-caption pairs randomly

*Equal Contribution
†Work done while at Huawei
1https://huggingface.co/google-bert/bert-base-uncased

Dataset #Clips Avg. Duration (sec.) Avg. Text len

WebVid2.5M [2] 2.5M 18 12
Panda-70M [4] 70.8M 8 13.2

Table 2. Comparison of WebVid2.5M and Panda-70M Datasets.

selected from the WebVid2.5M and Panda70M datasets.

WebVid2.5M. WebVid2.5M is a large-scale video-text
dataset comprising 2.5 million video-text pairs predomi-
nantly sourced from YouTube [2]. It encompasses diverse
topics and genres, offering a representative sample of real-
world video content. This dataset is instrumental for large-
scale training of models for tasks such as video caption-
ing, retrieval, question answering, and video-language pre-
training. Notably, WebVid2.5M employs weakly labeled
data, where text annotations are extracted from sources like
titles and descriptions, presenting a realistic challenge for
video-language models.

Panda70M. Panda-70M is a large-scale video-caption
dataset. It consists of 70 million high-quality video-caption
pairs, derived by splitting 3.8 million long videos from the
HD-VILA-100M dataset into semantically coherent clips
[4]. Multiple cross-modality teacher models were em-
ployed to generate diverse captions for each clip, with a
fine-grained retrieval model subsequently selecting the most
relevant caption as the final annotation. Panda-70M is in-
tended for large-scale training in tasks such as video cap-
tioning, video and text retrieval, and text-driven video gen-
eration.

Additionally, as mentioned in the manuscript, this stage
involves 10K training steps with a batch size of 64, using
the AdamW optimizer and cosine scheduling. The learn-
ing rate is set to 1e-4 with 500 warmup steps. The entire
training process is done in half-precision on 8 GPUs. For
each video, in this stage, we uniformly sample 64 frames
and resize the frames to 224 × 224.
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3. Instruction Tuning

The second training stage engages also the memory mod-
ule, the DFS, and the LLM (LLaMA-2, from hugging-
face: ’”meta-llama/Llama-2-7b-chat-hf”2 with LoRA. This
phase employs the instruction-tuning strategy on on ∼100K
samples from the VideoChatGPT [12] dataset together with
the previous 100K samples used for pertaining, aiming to
integrate all network components seamlessly for the VQA.

VideoChatGPT. The Video-ChatGPT dataset comprises
approximately 100K video-instruction pairs designed to en-
hance multimodal conversational AI models [12]. The
annotations combine human-assisted efforts and semi-
automatic methods. In the human-assisted stage, expert
humans are used to enrich the details of the existing Ac-
tivityNet [3] dataset. On the other hand, during the semi-
automatic stage, using advanced vision-language models
like BLIP-v2 [11] and GRIT enables scalable and high-
quality labeling of spatial, temporal, and contextual video
content.

During this stage, as reported in the main paper ReWind
is trained for 100K steps with a batch size of 64, a learning
rate of 5e-5, and 2K warmup steps, using the AdamW op-
timizer. LoRa is configured with a rank of 64 and an alpha
of 32 and quantized in 4-bit during training. The training
is done on 8 V100 GPUs. Additionally, the frames are se-
lected with a constant frame rate of 1fps and are not bound
to a fixed number of frames.

For the temporal grounding task, ReWind is further
trained with instruction tuning on DiDemo and ActivityNet
datasets for an extra 15K steps. During this training stage,
we use 500 warmup steps and a batch size 64.

DiDeMo. The DiDeMo [1] dataset is a large and diverse
benchmark designed for temporally localizing events in
videos based on natural language descriptions. It consists of
videos collected from Flickr, each trimmed to a maximum
duration of 30 seconds. These videos are segmented into
5-second intervals to simplify the annotation process. The
dataset includes a total of 26,892 moments, with each mo-
ment possibly linked to multiple textual descriptions, offer-
ing detailed accounts that often specify camera movements,
temporal transitions, and activities.

ActivityNet. The ActivityNet [3] dataset is a large-scale
video benchmark for temporal action localization, cap-
tioning, and VQA. It consists of approximately 20,000
untrimmed videos sourced from YouTube, covering 200 dif-
ferent activity classes. Each video typically contains an av-
erage of 1.41 annotated activities, with temporal boundaries
provided for precise action localization.

2https://huggingface.co/meta-llama/Llama-2-7b-chat-hf

4. Evaluation Datasets.
We evaluate our model on three datasets: MovieChat1K,
Charades-STA, and VideoChatGPT dataset. Here, we pro-
vide information regarding MovieChat1K and Charades-
STA. For VideoChatGPT, please refer to Section 3.
MovieChat1K. The MovieChat1K [15] dataset is a bench-
mark for evaluating video understanding through long-form
video question answering. It comprises 1K long videos
(9.13 minutes on average) annotated with 14K manually
created questions and answers. The dataset is tailored to
assess models’ capabilities in processing extensive tempo-
ral contexts and understanding complex visual narratives
in videos. It supports two VQA modalities: global and
breakpoint. The global setting requires processing the en-
tire video and answering questions about its content, while
the breakpoint mode involves processing the video up to a
specific timestamp and answering questions about the event
at that point. Each video has one dense description, 3 global
questions, and 10 breakpoint questions with timestamps.
Charades-STA. The Charades-STA dataset is designed for
temporal activity localization in videos based on natural
language queries. It is derived from the Charades [7] dataset
and includes temporal annotations linking video clips to
textual descriptions. Each query is paired with a specific
start and end time within a video, allowing models to learn
to locate activities matching the query. The dataset consists
of 12,408 video-sentence pairs for training and 3,720 pairs
for testing, with videos featuring everyday indoor activities
(157 activity categories).

5. Additional Qualitative Esamples
Figures 1, 2, and 3 present further qualitative evaluations of
ReWind, complementing the results within the manuscript.
These figures illustrate three distinct cases: First, Figure
1 demonstrates ReWind’s capabilities in a cooking sce-
nario, showcasing its ability to describe video content, tem-
porally localize actions, and highlight frames selected via
DFS. Second, Figure 2 evaluates ReWind’s VQA profi-
ciency in long videos using an 8-minute video from the
MovieChat1K test set. Finally, Figure 3 assesses ReWind’s
VQA performance on a video from the VideoChatGPT val-
idation set.
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Can you describe the content of the video?
User

Can you describe the steps needed to cook the burger?
User

ReWind

The video shows a chef cooking a burger. First, oil is added to the hot pan. Then, a raw  patty is placed in the pan, seasoned with salt and 
pepper. The chef cooks the patty on both sides, turning it occasionally. Next, sliced onions are added to the pan, and those are also cooked until 
caramelized. Afterward,  is placed on the patty. The pan is covered, then uncovered, as additional steps are taken to finish cooking 
and ensure the cheese melts. Finally, the assembled burger is plated on a wooden board. 

beef

melted cheese

ReWind

 First, heat oil in a pan.   . Cook patty on both sides until browned. Add sliced onions to the pan and cook until 
caramelized. Place melted cheese on the patty. Cover the pan, then cook until cheese is melted and burger is cooked to desired doneness.


Add and season a pattybeef

Assemble the burger on a cutting board with lettuce, tomato, pickles, and mustard.

When is the action assembly burger happening?
User

ReWind
The action assembling the burger in the video is happening from 135 to 180 second.


Figure 1. Qualitative evaluation using a cooking video over 3 minutes long, ReWind successfully described both the overall video content
and the specific steps performed, demonstrating accurate temporal localization of events. To highlight potential areas of improvement,
details that may be hallucinated based on language priors are indicated in red text. Highlighted frames were selected using the DFS
mechanism, with text color corresponding to the frame to easily connect descriptive details to their visual counterparts in the video.
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Are there plants present in the video footage?
User

ReWind
Yes, the video shows several types of plants. There are palm trees, other desert vegetation, and some  
sources. The plants are a significant part of the oases shown.



scrubby grasses visible near the water

Can you describe the content of the video?
User

How many man and woman appears in the video?
User

ReWind

The video shows the Sahara Desert, with its vast stretches of sand dunes. Close-ups showcase the texture of the sand and the patterns created by 
wind and . Birds, likely swallows, are shown flying in the air and over the desert, sometimes hovering near bodies of water. At one point, a 
large concentration of insects is visible near the water's edge, suggesting a food source for the birds. The video also includes shots of a small lizard 
in the desert, . 

water

highlighting the struggle for survival in the extreme heat

ReWind
There are no men or women visible in the video. It's entirely focused on animals and the natural landscape.

Is this clip a cartoon animation?
User

ReWind
No, the clip is not a cartoon animation. It appears to be a documentary-style video, based on the visuals of the desert landscape, animals


Does the sea or the ocean appear in the video?
User

ReWind
No, there is no sea shown in the video. It is entirely focused on a desert environment. The video shows a river and pools of water, but not the 
ocean.

Figure 2. Qualitative evaluation on an +8 minutes video from MovieChat1K test set. ReWind is able to process this long video and answer
questions of different natures, including a detailed description. Details hallucinated based on language priors are indicated in red text

Can you describe the video content in detail based on the provided information?
User

What is the main focus of the video?
User

ReWind

The video shows a sailing race, likely catamarans. The clip shows various angles of the boats in action, including close-ups on the sails and people 
aboard. There are also shots of the boats tilting and capsizing, with people seemingly jumping from the boats. A variety of boats are shown in the 
race. The video is fast-paced and action-oriented.

ReWind

The main focus of the video is the high-speed sailing competition among several catamarans. The action-oriented nature of the video highlights 
the speed, maneuvers, and sometimes dramatic capsizes or near-capsizes of these racing boats.



What type of sailboats are extreme riding in the video?

User

The sailboats in the video are catamarans, racing sailboat known for their speed and agility.





Figure 3. Qualitative example on a +3 minutes video from VideoChatGPT dataset. ReWind is able to correctly extract necessary informa-
tion and answer to questions.
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