
CSC-PA: Cross-image Semantic Correlation via Prototype Attentions for
Single-network Semi-supervised Breast Tumor Segmentation

Supplementary Material

1. Confidence-based Augmentation Strategy
For unlabeled data, we design a confidence-based augmen-
tation strategy to obtain masked images xm, which selec-
tively masks simple regions based on the confidence of the
predictions f(xu). Specifically, we first divide the unla-
beled images into patches of size N × N (N = 57 in
our implementation) and compute the average entropy of
all foreground pixels within each patch to assess the diffi-
culty of corresponding patch G. The difficulty is calculated
as follows:
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where fw(xu
i,j) represent the classification probability of

pixel (i, j) for class w, and W denotes the number of
classes. Then, we randomly mask Km patches, while ex-
cluding the Kh patches with the highest difficulty IG. The
values of Km and Kh are determined by the lesion size and
shape of the input image, defined as follows:
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where t and T denote the current epoch and the total epoch,
respectively. H and W represent the length and width of
the input images, respectively. β and λ, both set to 0.7,
are hyper-parameters that control the number of difficult
patches and masked patches, respectively. By inferring
overall predictions from complex regions and limited sim-
pler regions, the model can capture additional mutual in-
formation from challenging areas, leading to improved seg-
mentation performance, particularly at lesion boundaries.

2. Additional Ablation Studies
Impact of Selection Number. In the edge container update
process of edge prototype attention, we select n edge pix-
els to form the current edge set Eh, which is used to update
the proposed adaptive edge container via a linear layer. As
depicted in Tab. 1, we perform an ablation study on the se-
lection number of edge features n using the UDIAT dataset

Figure 1. Visualization of partial self-correlation maps. (a) Image
and GT. (b)-(e) Self-correlation maps of different channels.

Figure 2. Visualization of component ablation on the BUSI and
UDIAT test sets under 1/4 partition protocol. (a) Image and
ground truth. (b) SupOnly. (c) w/FPA. (d) w/(FPA+EPA). (e)
w/PAL. (f) w/(FPA+EPA+PAL). Red lines represent ground truth.
Red, green and yellow represent the GT, prediction and their over-
lapping regions, respectively.

under the 1/4 partition protocol. The results indicate that
our method achieves the highest Dice when n is set to 256.
Besides, selecting an excessively large or small number of
edge features impedes the construction of an effective edge
container. In the former case, the insufficient number of le-
sion edges results in inadequate updates to the container. In
the latter case, the lack of diversity in the selected features
prevents the container from generating a representative edge
prototype.
Impact of Threshold τ . In the correlation modeling of
pixel affinity loss, the threshold τ is employed to filter out
pixel features with low confidence, thereby improving the
accuracy of the generated pixel affinity matrices. Tab. 2
presents the ablation study of the threshold τ , demonstrat-
ing that our method achieves optimal performance when
τ = 0.80. In addition, a high τ may exclude more cor-
rect pixel features during the correlation modeling process,



Figure 3. Additional visual comparison with different state-of-the-art methods on the BUSI and UDIAT test sets under 1/2 and 1/8 partition
protocols, where the first four rows under the 1/2 split and the last four rows under the 1/8 split. Red, green and yellow represent the ground
truth, prediction and their overlapping regions, respectively.

n Dice±std(%) IoU±std(%)
4 79.47±2.91 69.22±3.20
16 79.84±3.04 69.74±2.81
64 80.32±1.81 70.21±2.08

256 81.26±1.75 71.65±1.89
1024 79.96±2.58 70.34±2.47

Table 1. Ablation study of different selection number n on UDIAT
test set under 1/4 partition protocol.

leading to an affinity matrix that inadequately captures the
semantic correlations between pixels and their surrounding
pixels. Conversely, a low τ may cause the affinity matrix
to be influenced by incorrect pixel features, resulting in de-
graded performance of the segmentation model.

3. More Experimental Results
More Visualization Results. In Fig. 1, we present par-
tial self-correlation maps to provide a more intuitive under-
standing. In addition, as shown in Fig. 2, to further demon-
strate the effectiveness of each component in our proposed
CSC-PA framework, we visualize the prediction results of
component ablation on the BUSI [1] dataset with 129 (1/4)

τ Dice±std(%) IoU±std(%)
0.75 78.97±2.27 68.87±2.92
0.80 81.26±1.75 71.65±1.89
0.85 80.25±1.62 70.48±2.30
0.90 79.57±1.76 69.61±1.69

Table 2. Ablation study of different threshold τ on UDIAT test set
under 1/4 partition protocol.

labels and the UDIAT [11] dataset with 33 (1/4) labels.
More Visual Comparisons. We provide additional visual
comparisons with SupOnly and other ten state-of-the-art
methods under 1/2 and 1/8 partition protocols. Among
them, U2PL [6], AugSeg [12] and ABD [2] are imple-
mented on the mean-teacher (MT) framework. CISC-R
[7] is a cross-image method based on contrasive learning.
PS-MT [4] introduces an auxiliary teacher on the MT ar-
chitecture, while UniMatch [10] and CorrMatch [5] are
both single network. In addition, MFMSNet [8] is a fully-
supervised method for BUS images. DK-HRS [9] and PH-
Net [3] are semi-supervised methods for BUS data. As
demonstrate in Fig. 3, the first four rows represent the pre-
dictions under the 1/2 split, while the last four rows show
the predictions under the 1/8 split.
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