
ColabSfM: Collaborative Structure-from-Motion by Point Cloud Registration

Supplementary Material

In this supplementary material, we provide details on the
training, RANSAC implementation, computation of point
cloud overlap, additional registration results, and additional
qualitative results that could not fit in the main paper.

1. Training Details
The models were trained on a NVIDIA 4090 GPU, both in
3DMatch [10] and our dataset. We used the Adam Opti-
mizer, trained for 150 epochs, with a batch size of 1, learn-
ing rate of 0.0001, and exponential decay 0.05.

2. RANSAC
We solve for the pose using the RANSAC [1] implementa-
tion from Open3D [11] on the matches retrieved by the neu-
ral networks. The samples consist of three points, and inlier
counting is performed by checking if the correspondence
distance is below τIR = 0.05. We use at most 1000 corre-
spondences, if the models return more than 1000 matches,
we random sample 1000 matches. If correspondence scores
are given by the methods, we use them to weight the cor-
respondence sampling. Rotation and translation error are
computed as

ϵR (R) = acos
(

trace(R−1RGT)−1

2

)
(1)

ϵt (t) = ∥t− tGT∥, (2)

respectively. Where ∥ · ∥ represents the Euclidean norm.

3. Computing Overlaps
We compute the overlap between two point clouds as the
approximate intersection over union of the points. We de-
fine the directional intersection of P → Q as

IP→Q =
∑
p∈P

(min
q∈Q

dist(Rp+ t, q) ≤ τ), (3)

with τ = 0.1, and the union as

UP→Q = |P|. (4)

The directional IoU from P → Q is then

IoUP→Q =
IP→Q

UP→Q
. (5)

We define the overlap between the two point clouds as the
geometric mean of their directional IoUs, i.e.,

IoUP,Q =
√

IoUP→Q · IoUQ→P. (6)

4. Cambridge Landmarks Additional Results
The rotation and translation errors computed using (1) and
(2) are presented in Tab. 1. The methods trained only
on 3DMatch [10] present poor results, which is expected
given the low number of inliers (cf . ?? of the main pa-
per). The methods trained and/or fine-tuned on our dataset
have small errors, with the performance being similar for
all four. To assess the performance of the registration meth-
ods against visual cues, we reconstructed all scenes using
SIFT descriptors, subsampled the 3D reconstructions to 30k
points (the same number used for the registration models)
and computed the average descriptor for each 2D point in a
3D point’s track. Then, we used Nearest Neighboor (NN)
matching and RANSAC to find the pose, this method is
called SIFT+NN, see Tab. 1. Notice that for most scenes,
our descriptor-free approach has comparable results to the
descriptor-based approach, validating our results. The most
challenging scene, for the registration methods, was Old
Hospital, which consists of a facade with repetitive struc-
ture. The point cloud consists mostly of the facade and fur-
ther way points in much sparser areas leading to a set of
bad matches found in those regions, see Fig. 3. The same
happens in Shop Facade which consists of a corner shop,
which also contains a high amount of points in further and
sparser areas, resulting in a high number of bad matches.
Nevertheless, the correct matches found by the fine-tuned
versions RefineRoITr and RoITr [9] are enough to find ac-
curate poses for the registration.

We additionally further investigate out-of-distribution re-
sults of our model trained on SOSNet and SIFT reconstruc-
tions using DISK [7] and LightGlue [4]. Results are pre-
sented in Tab. 2. Our trained models demonstrate the ability
to generalize to reconstructions of a different nature, how-
ever showing a slight decrease in performance. It is likely
that including a more diverse set of detectors in the training
set would decrease this gap, and further improve the gener-
alizability of our approach.

5. Additional qualitative results
SfM Registration Benchmark: We evaluate Re-
fineRoITr trained from scratch on our proposed dataset
against OverlapPredator [2] and RoITr [9] trained on
3DMatch [10] qualitatively. The results are presented in
Fig. 1. We present two more pairs for two different test
scenes, namely the Brandenburger Tor and Piazza San
Marco test scenes. From inspection, we can see that Over-
lapPredator tends to produce a high number of matches,
but only a very small fraction are inliers (0.8% on aver-



Table 1. Results of SfM registration on Cambridge Landmarks [3]. We evaluate unknown relative orientation SO(3) + unknown relative
position = SE(3). The top portion contains methods only trained on the 3DMatch (3DM) dataset, the middle portion methods trained only
on our proposed dataset (Mega), while the lower portion contains methods trained on the former and fine-tuned on the latter. Rotation error
is reported in degrees, translation error is unitless since the pointclouds are scaled.

Great Court Kings College Old Hospital Shop Facade St Mary’s Church

Method ϵR ϵt ϵR ϵt ϵR ϵt ϵR ϵt ϵR ϵt

SIFT + NN 0.1◦ 0.09 0.2◦ 0.02 0.2◦ 0.05 0.1◦ 0.01 0.04◦ 0.01

OverlapPredator [2] (3DM) 6.9◦ 0.43 27.2◦ 0.24 135.5◦ 2.14 179.4◦ 0.82 170.7◦ 4.27
GeoTransformer [6] (3DM) 177.2◦ 7.26 81.2◦ 15.13 179.0◦ 14.65 123.3◦ 19.27 146.8◦ 12.13
PareNet [8] (3DM) 173.7◦ 4.24 149.4◦ 4.82 171.1◦ 4.69 32.74◦ 1.10 176.07◦ 3.48
RoITr [9] (3DM) 179.4◦ 6.93 157.3◦ 22.42 76.7◦ 0.0 176.9◦ 1.09 99.3◦ 2.14
RefineRoITr (3DM) 73.8◦ 1.76 90.3◦ 6.13 81.6◦ 3.97 84.8◦ 1.04 138.6◦ 15.83

RefineRoITr (Mega) 0.5◦ 0.02 0.5◦ 0.02 1.16◦ 0.05 0.9◦ 0.02 0.3◦ 0.01
RefineRoITr (Mega w\ color) 0.3◦ 0.02 0.6◦ 0.03 3.0◦ 0.15 0.5◦ 0.03 0.3◦ 0.01

RoITr [9] (3DM + Mega) 0.4◦ 0.02 0.6◦ 0.01 2.6◦ 0.10 2.6◦ 0.02 0.2◦ 0.02
RefineRoITr (3DM + Mega) 0.5◦ 0.03 0.2◦ 0.02 2.1◦ 0.04 0.9◦ 0.04 0.3◦ 0.01

Table 2. Results of Out-of-Distribution SfM registration on Cambridge Landmarks [3]. Here we take a network trained on SIFT and
SOSNet reconstructions, and evaluate it on DISK reconstructions. We evaluate unknown relative orientation SO(3) + unknown relative
position = SE(3). The top portion contains methods only trained on the 3DMatch (3DM) dataset, the middle portion methods trained only
on our proposed dataset (Mega), while the lower portion contains methods trained on the former and fine-tuned on the latter.

Great Court Kings College Old Hospital Shop Facade St Mary’s Church

Method IR Matches IR Matches IR Matches IR Matches IR Matches

OverlapPredator [2] (3DM) 2.6 352 1.1 361 0 286 1.7 359 0 373
GeoTransformer [6] (3DM) 0 256 0 283 0 238 0 278 0 309
RoITr [9] (3DM) 0 400 0 733 0 256 0 930 0.2 867
RefineRoITr (3DM) 0 306 0 581 0 256 0 742 2.5 603

RefineRoITr (Mega) 36.9 3942 54.1 2466 9.5 1437 13.5 370 60.0 4594

RoITr [9] (3DM + Mega) 29.4 361 30.5 511 5.9 152 2.7 449 57.9 1528
RefineRoITr (3DM + Mega) 39.8 2848 49.5 1744 9.7 1152 10.1 485 61.0 4281

age). This results in poor pose estimations as can be seen in
Fig. 1 second column bottom three rows. On the other hand
RoITr yields fewer matches, but the majority of those are
still not good, see the inlier ratios presented in the figure.
Similar to OverlapPredator the registration results are not
accurate enough to produce a good merging of the source
and target point clouds, in yellow and blue respectively. Fi-
nally, our RefineRoITr is capable of finding a high number
of matches, with the majority of them being inliers.

Quad6k [5]: To evaluate the generalization of Re-
fineRoITr, we evaluate it and two baselines OverlapPreda-
tor [2] and RoITr [9] trained on 3DMatch [10]. The results
are presented in Fig. 2. This dataset is more challenging and
it consists mainly of a square surrounded by the facade of
several buildings. The performance of the baselines is sim-
ilar to what was observed in our SfM Registration Bench-

mark test scenes. When looking at the performance of Re-
fineRoITr, we can see that when the pairs refer to distinctive
structures, like the tower in both the first and third pairs of
Fig. 2. The model is capable of finding good matches and
find an accurate pose to register the point clouds. However,
it struggles to find matches for the second pair, which con-
tains the facade of two buildings with repetitive and sym-
metric structure, leading to a failure in the registration.

Cambridge Landmarks [3]: Additionally, we also present
qualitative results of RefineRoITr trained only on our SfM
Registration dataset in the five test scenes of the Cambridge
Landmarks dataset. The matches and registration results are
presented in Fig. 3. Our method obtained a high number of
good matches and hence the accuracy of the registration re-
sults, see Tab. 1. However, it produces a number of outliers
in sparser areas of the point clouds, which was not the case



in the other datasets see Figs. 1 and 2. Since the scenes in
this dataset consist of videos instead of random sets of im-
ages, there is less viewpoint variability, which also leads to
more far points being matched across multiple images and
accepted by the SfM pipeline. The scenes where this was
more evident were Old Hospital and Shop Facade, which
present almost flat facades with repetitive and symmetric
structure. This is a limitation of the current method, which
indicates an avenue for future research.

6. Registration for Partial Scenes Recon-
structed from Scratch

In practice, registering two reconstructions will face issues
of drift, as the partial scenes will be reconstructed from
scratch, and not retriangulated (as in our training data). To
investigate the performance of our approach on this more
realistic setting, we evaluated the SfM registration error
on scenes from the Cambridge Landmarks dataset recon-
structed from scratch (i.e., without using the ground truth
poses for triangulation for one of the partial reconstruc-
tions), in Table 3. Encouragingly, we find that the regis-
tration error is still low, indicating that there is no major
distribution shift between the two tasks.

7. Details on RoITr Architecture
Here we expand on our baseline RoITr’s [9] architecture in
more detail.

Encoder eθ: The encoder consists of an Attentional Ab-
straction Layer (AAL) followed by e PPF Attention Layers
(PAL) [9, Figure 2, Section 3.2].

Global Transformer gθ: The global Transformer gθ con-
sists of g blocks, each consisting of a Geometry-Aware Self-
Attention Module (GSM), followed by a Position-Aware
Cross-Attention Module (PCM) [9, Section 3.3, Figure 2,
Figure 5].

Decoder dθ: The decoder dθ consist of a Transition
Up Layer (TUL) for upsampling and context aggre-
gation, followed by d PALs [9, Section 3.2, Figure
2].
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Matches
Input OverlapPredator [2] (3DM) RoITr [9] (3DM) RefineRoITr (Mega)

Registration
GT OverlapPredator [2] (3DM) RoITr [9] (3DM) RefineRoITr (Mega)

Figure 1. Additional qualitative comparison on our dataset. We compare our approach to previous point cloud registration methods
on the Brandenburger Tor and Piazza San Marco test scenes (first and second row, respectively). Without training on our proposed SfM
registration dataset (columns 2,3), previous methods are unable to produce sufficiently good matches (top two rows) to produce accurate
relative pose estimation results (bottom two rows). In contrast, our proposed model RefineRoITr, trained on the proposed dataset, is able
to register the scenes well.

Table 3. Results of SfM registration on Cambridge Landmarks. Results for point clouds reconstructed from scratch (i.e., not retrian-
guled).

Great Court Kings College Old Hospital Shop Facade St Mary’s Church

Method ϵR ϵt ϵR ϵt ϵR ϵt ϵR ϵt ϵR ϵt

SIFT + NN 0.32 0.09 0.3 0.02 1.37 0.02 0.92 0.06 0.49 0.01

RefineRoITr (Mega) 0.30 0.10 0.55 0.05 1.41 0.02 1.03 0.15 0.21 0.02
RoiTr (Mega) 0.86 0.17 0.46 0.04 10.23 1.07 2.71 0.53 0.50 0.03



Matches
Input OverlapPredator [2] (3DM) RoITr [9] (3DM) RefineRoITr (Mega)

IR 1.1 4.4 57.2

IR 0.0 41.2 15.9

IR 0.0 18.1 75.9

Registration
GT OverlapPredator [2] (3DM) RoITr [9] (3DM) RefineRoITr (Mega)

(ϵR, ϵt) (80.5◦,38.92) (6.7◦,3.52) (1.1◦,0.54)

(ϵR, ϵt) (158.3◦,5.13) (115.2◦,1.04) (31.4◦,0.91)

(ϵR, ϵt) (176.0◦,10.59) (5.7◦,0.45) (0.5◦,0.05)

Figure 2. Qualitative comparison Quad6k [5]. We compare our approach to previous point cloud registration methods on three test
scenes (first to third row, respectively). Without training on our proposed SfM registration dataset (columns 2,3), previous methods are
unable to produce sufficiently good matches (top three rows) and accurate relative pose estimation results (bottom three rows). In contrast,
our proposed model RefineRoITr, trained on the proposed dataset, is able to find better matches and hence register the scenes well. The
exception is the second scene, where our model struggles to find matches and fails to register the point clouds. The source and target point
clouds are depicted in yellow and blue, respectively.
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Figure 3. Qualitative Results SfMRoITr on Cambridge Landmarks [3]. We evaluate SfMRoITr trained on our SfM Registration dataset
on the five test scenes. We present the found matches and the results of the point cloud registration with the process presented in Sec. 2.
The method is capable of obtaining accurate registration and a high number of good matches for all scenes. However, it tends to find outlier
matches in sparser regions of the point clouds.


	Training Details
	RANSAC
	Computing Overlaps
	Cambridge Landmarks Additional Results
	Additional qualitative results
	Registration for Partial Scenes Reconstructed from Scratch
	Details on RoITr Architecture

