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1. Appendix

We present additional details about PrEditor3D in this ap-
pendix. We start by explaining some of the implementa-
tion details in Sec. 1.1. In Sec. 1.2, we discuss automatic
masking, an alternative to user-brushed masking. Sec. 1.3
follows this discussion with the effect of mask granularity
on the editing process. Finally, we explain the directional
CLIP metrics we used for baseline comparison in Sec. 1.4.
We present additional qualitative results in Sec. 1.5.

1.1. Implementation Details

We used the official implementation and checkpoint of MV-
Dream as our multi-view diffusion model. It has 256 x 256
resolution and it can generate four views by default. In all
of our generations, we set the classifier-free guidance scale
of the diffusion process to 10. Official DDPM inversion [2]
implementation only handles single-image but we modified
it to handle our four view renderings. The inversion process
takes 9 seconds on RTX 3090. With the inverted latents,
we ran our inference for 41 steps, which takes around 12
seconds on an RTX 3090. For the segmentation, we cal-
culate bounding boxes using Grounding DINO [3] for all
views and add these as constraints to SAM 2 [5] tracking.
That is to help SAM 2 with the segmentation, we constrain
each frame separately. For merging and reconstruction, we
modify GTR [7], which is a feed-forward reconstruction
model. GTR mainly operates on triplanes but just before re-
construction, those triplanes are converted into a voxel grid.
We manipulated its voxel grids to merge two shapes.

1.2. Automatic Masking

In addition to user-brushed masks, we can also gener-
ate and operate on automatically generated masks. Even
though they limit the editing region, when compared to
user-brushed masks; they can be practically used as a start-
ing point for user-brushed masking.

We leverage our segmentation approach to replace masks
given by the user. We use an input prompt from the user

to detect the target region using Grounding DINO [3] and
SAM 2 [5]. This segmentation method gives us a mask re-
stricted only to the sword. As a result, the generation pro-
cess cannot go beyond that region. However, when we ac-
cept input from user masks, user can explicitly show their
intention with the mask and can generate a "viking axe”, as
shown in Fig. 2.

We want to reiterate that although the user-brushed
masks are too coarse and not 3D-consistent, our method can
generate impressive results without modifying the original
parts of the shape. That is, a quickly drawn mask is enough
for our method to work.

1.3. Mask Granularity

We experimented with different granularity levels for the
input masks. We started with a mask that we detected au-
tomatically using Grounding DINO [3] and SAM 2 [5]. As
shown in Fig. 1. If we use the original segmentation, then
the generation is restricted to that certain region and the
model cannot have room to add “cat” features. That is, it
tries to follow the shape of the original chicken. As we
add more dilation, it tries to add features like cat ears. This
shows the trade-off between loyalty to input and flexibility.
Based on this observation, we gave coarse masks as input
and allowed the model to edit flexibly. Thanks to our merg-
ing approach, we could still combine the edited region with
the original shape to keep the rest intact.

1.4. Directional CLIP Metrics

In Sec. 4.1-4.2 of the main paper, we discuss directional
CLIP score metrics [1, 4, 6] to evaluate 3D editing fidelity,
to complement other metrics that measure the quality of the
output shape. We report directional CLIP scores of different
methods in Tab. 3 of the main paper. In this section, we
formally define and discuss the reported metrics.
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Figure 1. Different granularity of masking. Too fine-grained
masks can over-constrain the generation process since they only
point to the region to be replaced but do not include the user’s in-
tention. More dilation increases flexibility but can also edit more
regions than intended (e.g., the region underneath the cat). Nega-
tive dilation means erosion.
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Figure 2. Comparing automatically generated mask to user-
generated mask. Users may want to do specific editing such as
replacing the “sword” with “a viking axe”. If we only rely on
automatic masking, the result may not follow the user’s intention
since the automatically generated mask can limit the editing to a
certain region. However, when we rely on explicit masking, we
can get the specific shape requested by the user.

where < .,. > refers to an inner product, Fi, F¢; are
the normalized CLIP image embeddings over rendered im-
ages of input and edited shapes, indexed by ¢, and Frg, Fry
are the corresponding normalized text embeddings of edited
and input prompts. ¢ indexes a particular frame, while NV
is the total number of rendered frames. In our directional

CLIP evaluations, we use N = 70 views rendered over
a 360° trajectory, significantly larger than the four input
views we use for our method and the baseline methods.

We also introduce additional metrics inspired by CLIPg;,
but aim to fix some of its problems. First, we define
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where C(., .) is the cosine distance.
We also introduce two modified versions of these met-
rics, namely
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that compute the same metrics over the average image em-
beddings instead of averaging scores to ensure further ro-
bustness.
We also propose two similarity change error metrics,
CLIPgiffeqic and CLIPgit-noedit
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Here, |2 — ylrel %, Frw is the text embed-

ding of the edited word or phrase, and Frr¢ represents the
“generic” text. For instance, when the prompt “a chicken
riding a bike” becomes “cat riding a bike”, F'ryy embeds the
text “cat” and Frg embeds the text “object riding a bike”.
By measuring similarity differences of rendered images to
Fry and Frg, we aim to measure the preservation of the
object and context semantics, respectively.

1.5. Additional Qualitative Results

We provide additional qualitative results to further explore
what our method can achieve. We illustrate the results in
Figure 3. PrEditor3D can operate on various shapes such
as human, animal, car and apartments. We also showcase
additional baseline results in Figure 4.
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Figure 3. Additional qualitative results. Our method can edit complex shapes and scenes.
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Figure 4. Additional qualitative baseline comparisons. Compared to baselines, we can generate more consistent results and can effec-
tively edit complex structures such as a bird wing.
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