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Supplementary Material

1. Details of Compared Methods

e BECO [4] learns all possible noisy data in a collaborative
training manner. The experiments we conducted retain
only non-fuzzy labels, creating pseudo-labels for fuzzy
regions as [4].

* GCE [6] leverages a robust loss function that combines
cross-entropy (CE) loss with mean absolute error (MAE)
loss to handle label noise.

e MW-Net [5] employs an MLP network to learn a weight-
ing function for noisy data.

e CIRL [I] utilizes a clustering-inspired loss function that
transforms regions with label noise from supervised
learning to unsupervised clustering.

2. Supplementary Experimental Results

2.1. Experiments on Organ Segmentation

We demonstrate DALE’s performance on the organ seg-
mentation task in the table below. It shows that DALE
brings significant improvements to organ segmentation for
various models, which DALE’s applicability. We demon-
strate DALE’s performance on the organ segmentation task
in the table below. The results show that DALE signifi-
cantly enhances organ segmentation across various models,
achieving an average Dice score improvement of 2.27%.
This illustrates DALE’s effectiveness and broad applicabil-
ity in medical image segmentation.
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Table 1. Evaluation of the proposed DALE on various advanced
models using Synapse datasets.

2.2. Experiments on SAM-Based Models

We conducted experiments on SAM-based models, includ-
ing SAM2 [3], MedSAM-2 [7], and InstaSAM [2], using
skin disease datasets. As shown in Table 2, DALE sig-
nificantly improves the segmentation performance of these
models, achieving up to a 4.5% increase in accuracy for skin
disease segmentation.
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Table 2. DALE on ISIC2016 & PH2 (*: Trained with DALE).
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