Object-Shot Enhanced Grounding Network for Egocentric Video

Supplementary Material

In the supplementary material, we first outlined the
baseline settings on Ego4D-NLQ to establish their valid-
ity(Section A). We then conducted ablation experiments
from scratch to eliminate potential bias from pretraining,
and also conducted additional ablation experiments to ver-
ify the rationality of our design(Section B). Next, we cate-
gorized Ego4D-NLQ by question templates and compared
model performance across these categories to the strong
baseline, GroundVQA [1], highlighting our improvement
in background object-related query localization (Section C).
To further demonstrate the effectiveness of our model, we
provided comprehensive visualizations illustrating the di-
verse data and our model’s predictions (Section D). Finally,
we introduced the model structure and other implementa-
tion details (Section E).

A. Baseline Settings
A.1. On Ego4D-NLQ v1

In Ego4D-NLQ vl1, there is a significant amount of noisy
data with ground truth durations of 0, resulting in predicted
outputs consistently yielding an IoU of 0, making accu-
rate localization impossible. As a result, RGNet [2] and
SnAG [3] remove these noisy samples from the validation
set. However, for a fair comparison across all methods, we
evaluated all models on the original validation set, including
the noisy samples.

RGNet. Since RGNet [2] did not release any checkpoints
trained from scratch, we retrained the model (No.2 in Ta-
ble 1). For the pretraining setting, we utilized the fine-tuned
checkpoints published by RGNet [2] for testing on the orig-
inal validation sets (No.2 in Table 2). RGNet [2] removes
Nﬁnsy = 341 noisy samples with ground truth durations of
0, along with N, (fjd = 4 additional samples. Assuming that
the predictions on these N, samples are correct, we can

adjust the evaluation result as follows:
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where N is the number of validation samples used in
RGNet, N, = 3874 is the number of total samples in the

Ego4d-NLQ v1 validation set, m% . represents the evalua-

tion result after adjustment (No.3 in Table | and Table 2),
and m® is the result reported in the origin paper (No.1 in

ort

Table 1 and Table 2).

Table 1. The results of RGNet trained from scratch on the valida-
tion set under different settings.

R@1 R@5
0.3 0.5 0.3 0.5

1 Original 18.28 12.04 34.02 22.89
2 Reproduce 16.86 10.53 3443 21.84
3 Correction 16.76 11.07 31.09 20.95

No. Setting

Table 2. The result of RGNet with NaQ pretraining strategy on the
validation set under different settings.

. R@1 R@S

No.  Seting 3" 55 03 05
| Original 2063 1247 4167 2508
2 Checkpoint 18.66 11.72 3637 2243
3 Correction 1890 1146 3806 22.95

Table 3. The result of SnAG [3] on the validation set under differ-
ent settings.

R@1 R@5
0.3 0.5 0.3 0.5

1 Original 15.87 11.26 38.26 27.16
2 Correction 1523 11.07 3545 25.43

No. Setting

SnAG. Since SnAG [3] has not released complete anno-
tations for the validation set, we used the published check-
points to evaluate the test set (SnAG in Table 1 in the
Manuscript) and applied a formula to adjust the results for
the validation set (No.2 in Table 3). SnAG [3] removes
N;’fmy = 341 noisy samples with ground truth durations
of 0, along with N,, = 35 additional samples. Assum-
ing the predictions on these IV, asdd samples are correct, we
adjusted the results as follows:

S _ S S
N° = Nya — Nnm-sy — N2

S  _ mfri*Ns+Nfdd (2)
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where N represents the number of validation samples used
in SnAG, m?, are the results after adjustment (No.2 in Ta-

ble 3), and m? . are the results reported in the origin paper

ori

(No.1 in Table 3).

B. Ablation Study
B.1. On Scratch

To further demonstrate the efficacy of our module, we con-
ducted ablation experiments on the Ego4D-NLQ dataset
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Figure 1. Illustration of captions generated by LAVILA [5] describing camera movements.

(a) Query:Pours the flour into the mixer.

Ground-truth
OSGNet (Ours)

4040 s «———— 4756 s

4044 s+———— 47.04s

(b) Query:Pours rice in pot.

Ground-truth 721.05s

OSGNet (Ours) 716.76 s

742.81s

743.30 s

Figure 2. Illustration of grounding results on Ego4D-Goal-Step.

Table 4. Ablation studies on model structure for Ego4D-NLQ v1.

. R@1 R@5
Leon Object 37" g5 03 05
X X 953 661 2721 1861
v X 1337 898 3221 2202
X /1407 1012 33.84 24.08
/ /1613 1128 3678 25.63

Table 5. Ablation studies on model structure for Ego4D-NLQ v2.

. R@1 R@S5

Leon Object (37" 65 03 05
X X 1327 916 3678 2592
/ X 1729 11.86 4055 28.80
X /1740 1210 41.10 29.92
v /1874 1272 4192 3034

while excluding the NaQ pretraining strategy (NaQ [4]).
The results for Ego4D-NLQ vl and Ego4D-NLQ v2 are
presented in Table 4 and Table 5, respectively.

In Table 4, removing L., results in a 1.16% perfor-
mance drop at R@1, 0.5, while excluding the object feature

leads to a 2.30% decrease. Similarly, Table 5 shows that ab-
lating the object feature and the shot branch causes declines
of 0.86% and 0.62% in R@1, 0.5, respectively. These re-
sults underscore the critical role of the shot-level branch in
enhancing video representation learning and highlight the
importance of object-level information for the NLQ task.

Compared to the ablation experiments in the Manuscript,
the shot branch exhibits a more significant improvement
when pretraining is excluded. We attribute this to two fac-
tors. First, during pretraining, our model undergoes exten-
sive semantic alignment training, causing the enhancements
provided by the shot branch to overlap with those already
acquired, thereby yielding limited additional gains. Second,
because the shot branch is not included in the pretraining
phase, its data alignment remains misaligned with that of
the main branch, further constraining its performance im-
provements.

B.2. On Shot Segmentation

In Table 5 of the Manuscript, we validate our design by an-
alyzing high-frequency movement-related verbs. Addition-
ally, Table 6 presents result from segmenting videos with an
average shot length of 13 seconds without using verbs. In



Table 6. Ablation studies on shot segmentation.

R@1 R@5
0.3 0.5 0.3 0.5

31.22 2142 58.22 4495
45.19

Method

Average
LAVILA 31.63 22.03 5791

Table 7. Ablation studies on the self-mixer in the main branch.

R@1 R@5
0.3 0.5 0.3 0.5

28.14 19.66 55.38 42.64
31.63 22.03 5791 45.19

Self-mixer

Self-attention
BiMamba

Table 8. Ablation studies on the multi-scale network in the main
branch.

I R@1 R@5

® 03 0.5 0.3 0.5
0 2830 18.85 5354 40.29
1 2990 2021 5558 42.18
2 30.60 2047 57.12 4341
4 3124 2144 5749 43.96
6 31.63 22.03 5791 45.19
8 31.20 21.59 58.06 44.75

this experiment, R@1, 0.5 reaches 21.42%, and R@1, 0.3
reaches 31.22%, with an average drop of only 0.5 points.
These results confirm that the performance improvement is
not driven by any bias from movement-related verbs.

B.3. On Main Branch

Table 7 shows the impact of our self-mixer on the Ego4D-
NLQ validation set. We opted Mamba over self-attention
to enhance long-term temporal modeling, which results in
a 2.37% improvement in R@1, 0.5. Additionally, Table 8
shows that a six-layer multi-scale network provides the best
performance.

C. On Question Template

We conducted an in-depth analysis of our model’s perfor-
mance across various question templates in Ego4D-NLQ
v2, as summarized in Table 9. The question templates are
divided into three categories: queries about interacted ob-
jects, queries about background objects, and queries focus-
ing on interactions involving people without specific ob-
jects. Queries with missing template information are classi-
fied as “None” and are relatively few.

From the table, we could find that the model’s perfor-
mance on questions involving background objects is signif-
icantly lower compared to the other two categories, high-
lighting the difficulty of understanding background ele-

ments in Ego4D-NLQ v2. Moreover, when comparing our
model with GroundVQA [1], we observed an improvement
of 1.39-8.08% in R@1, 0.5 for the background object cat-
egories, emphasizing that our enhancements significantly
improve background object understanding.

D. Qualitative Experiments

Shot Visualization. We demonstrated the effect of shot
segmentation in longer videos. As shown in Figure 1, cam-
era movement is prevalent in egocentric videos, with the
average shot length, using our shot-slicing strategy, being
13 seconds.

Egod4D-Goal-Step. As shown in Figure 2, our model ac-
curately locates events in Ego4D-Goal-Step, demonstrating
its strong ability to localize actions and objects.

Ego4D-NLQ. As shown in Figures 3, 4, and 5, our model
accurately locates moments corresponding to various types
of questions, demonstrating its robust and versatile localiza-
tion capabilities.

E. Implementation Details
E.1. Model Structure

The text encoder consists of 4 transformer layers, the same
number as the object encoder. The multi-modal fusion mod-
ule contains Ly = 4 layers, while the multi-scale network
has Ls = 6 layers. Additionally, the aggregators in the shot
branch each use a single-layer network.

E.2. Object Detection

Popular object detectors like SAM and Grounding DINO
were tested but struggled with detecting fine-grained ob-
jects. Therefore, Co-DETR was chosen, an open-source
model that performs exceptionally well on LVIS, a dataset
with over 1,000 object categories. To match objects in the
query, we use spaCy to extract nouns and measure their se-
mantic similarity to object classes. Of the 22,396 queries
in the Ego4D-NLQ v2 dataset we used, 22,313 were found
to contain nouns by spaCy, and 18,871 matched the object
categories in LVIS.

E.3. Symbol ¢,;,; of Figure 2

The blue line at the bottom represents the entire video time-
line. The numbers 2 and 4, positioned below the red circles,
indicate the segmentation timestamps corresponding to the
2nd and 4th narrations, which include movement-related
verbs. Three lines above the blue line represent the three
segmented shots.



(1) Query:Where was the butter before I picked it?

Ground-truth 172.97 s 178.00 s
OSGNet (Ours) 172.96 s 178.51s

(2) Query:What did I put in the wheel repair stand?

i

Ground-truth 15.61s 18.07 s
OSGNet (Ours) 1543 s 18.72 s

Ground-truth 353.15s 365.88 s
OSGNet (Ours) 353.52s 366.00 s

(4) Query:What color is the fuel tank lid i closed?

\

Ground-truth 326.25s 329.89s
OSGNet (Ours) 326.39s 329.92s

(5) Query:Did | wash the green pepper?

4 > = .;'a§~

Ground-truth 209.43 s 224.43 s
OSGNet (Ours) 210.13s 22454 s

(6) Query:Where did | put the gas cooker stands?
wa L/

Al

Ground-truth 899.34 s 907.00 s
OSGNet (Ours) 899.29 s 907.06 s

Figure 3. Illustration of grounding results on the question templates 1-6 in Ego4D-NLQ.




(7) Query:Where is the bicycle?

Ground-truth 29.63s 43.15s
OSGNet (Ours) 30.68 s 43.48s

(8) Query:How many green cups were on the table in the kitchen area?

Ground-truth 295.79 s 32397 s
OSGNet (Ours) 295.11s 323.78s

(9) Query:In what location did | drop the green hammer after | used it?

Ground-truth 25.56 s 26.92 s
OSGNet (Ours) 2549 26.98 s

(10) Query:Where is my tape measure?

RN
Ground-truth 68.08 s 142.31 s
OSGNet (Ours) 66.45 s 135.13 s

(11) Query:Who did I interact with when | opened the door?

Ground-truth 143.41 s
OSGNet (Ours) 143.16 s

(12) Query:Who did | talk to at the clothes store?
1

Ground-truth 268.71 s 306.36 s
OSGNet (Ours) 268.06 s 311.25s

Figure 4. [llustration of grounding results on the question templates 7-12 in Ego4D-NLQ.



Table 9. Performance comparison on different question templates in Ego4D-NLQ v2.

OSGNet(Ours) GroundVQA
Category Template No. R@] R@5 R@]1 R@5
0.3 0.5 0.3 0.5 0.3 0.5 0.3 0.5
1. Where is object X
before / after 750  37.07 2333 6453 4893 4067 2533 6373 44.93
event Y?
Interactive > V)Z?at didTputin s)6 3350 2473 6575 5403 3462 2564 6410 49.63
Objects 3. What Xdid1Y? 350 39.14 28.86 66.86 5400 3857 2829 6743 50.29
4. What X is Y? 332 2681 1777 4819 3765 2620 17.17 4247 2831
S. State of an object 235 4255 3021 7021 5617 39.15 2638 6043 43.83
6. \;’(},‘ere did T put 725  32.83 19.86 5848 4331 3131 1848 5490 36.69
v V)Z,l;ere 15 oot 552 1830 1449 42775 3098 1159 797 2935 18.66
8. How many X’s? 386 4041 3135 6425 5648 33.16 2720 5233  44.56
Background -
Obiects 9. In what location
J did T see object 350 2033  15.60 4345 3370 1170 752 3175 23.12
X?
10. Where is my 72 1667 1528 4028 3333 18.06 13.89 3333 23.61
object X?
11. Who did I
TR 115 3130 2000 5391 39.13 2696 1565 53.04 3391
when I did
activity X?
People .
12. Whodid Ttalkto o\ he 57 50ee 5495 4615 3077 2308 5714 4176
in location X?
13. When did I talk
toorinteract with o) o503 1364 5455 3636 1818 13.64 5000 2273
person with role
X?
None 14. None 17 2941 2353 5882 3529 3529 3529 47.06 47.06
Total 4552 31.63 2203 5791 4519 29.68 2023 5217 37.83
E.4. Computational Efficiency References

Pretraining takes 4 L20 GPUs for 3 days, while fine-tuning
on Ego4D-NLQ requires 2 L20 GPUs for 3 hours. The
model has 122M trainable parameters, but for inference,
this reduces to 106M due to the shot branch being used only
during training. On the NLQ v2 validation set, with an av-
erage video length of 9 minutes, inference speed is 19.45
video-text pairs per second using 1 L20 GPU. Text feature
extraction with CLIP is very fast, processing thousands of
sentences per second. Feature extraction times for LAV-
ILA, InternVideo, and Co-DETR are 1/7, 1/3, and 1.5 times
the video duration, respectively, using 1 L20 GPU.
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(13) Query:When did I talk to the clothes shop attendant?

Ground-truth 330.67 s 350.24 s
OSGNet (Ours) 329.31s 343.95s

(14) Query:In what location did I cross the road?

Ground-truth 408.72 s 417.89 s
OSGNet (Ours) 409.29 s «———— 41544 s

Figure 5. Ilustration of grounding results on the question templates 13-14 in Ego4D-NLQ.
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