MoFlow: One-Step Flow Matching for Human Trajectory Forecasting via
Implicit Maximum Likelihood Estimation based Distillation

Supplementary Material

The supplementary material is organized as follows.
First, we introduce additional implementation details in Ap-
pendix A, including our MoFlow flow-matching objec-
tive in Appendix A.l, training and sampling steps in Ap-
pendix A.2 and Appendix A.3, as well as the architectural
details in Appendix A.4. In Appendix B, we include addi-
tional qualitative results on the NBA sports dataset, demon-
strating the effectiveness of our proposed methods. More-
over, we present additional ablation studies in Appendix C
to showcase the success of inference-time speed-up, thanks
to our IMLE distillation scheme in Appendix C.I, and
the impact of training hyperparameters of IMLE in Ap-
pendix C.3.

A. Further Implementation Details
A.1. Flow Matching Objective Formulation

In Section 4.2, we define the multi-modal motion prediction
objective for the flow matching model and explain the key
implementation details. To maintain self-consistency, we
reintroduce the fundamental concepts from scratch.

Recall that our goal is to generate K trajectories
{Y1,Ys,..., Yk} to capture the diverse motion patterns of
the agents under consideration, given their overall context
information denoted as C'. In the flow matching framework,
we extend the notation by introducing a superscript to indi-
cate flow time, with the denoising ODE intermediate states
represented as {Y{,Yy,..., YL}, t €[0,1].

However, in the dataset, we observe only a single future
trajectory Y'! conditioned on the context C. This limitation
prevents us from directly adopting the vanilla flow match-
ing objective, which involves linearly mixing clean data and
noisy vectors to construct training objectives. Instead, we
utilize data-space prediction and develop the multi-modal
learning loss accordingly.

To achieve this, we first transform the original loss,
which involves learning a vector field vy, into predicting
the data at time ¢t = 1:
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We then define the network as a reparameterized model Dy,
which implicitly learns the vector field vy through a linear

transformation:

Do(Y',Ct) =YY"+ (1 —t)ug(Y",C,t),
| Do(Yt,C\t) — Y3
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Note that we are merely rearranging the network modules,
while the loss functions remain exactly equivalent to those
in the vanilla framework.

Next, we design a training loss to encourage the data
prediction model Dy to learn multi-modal trajectories. To
achieve this, we employ a standard Transformer structure
(as illustrated inthe first figure in the main text) to gener-
ate K correlated predictions. Specifically, the model Dy
produces K scene-level waypoint predictions, denoted as
{S: K, S; € RA%2Ts along with the corresponding clas-
sification logits {¢;}X,, ¢; € R. For simplicity, we omit
the time-dependent coefficients and apply a combined re-
gression and classification loss as follows:

Lev =By y1, [|Sj- = Y3 + CE(Cik, 5], (A1)
j* = argmin||S; — Y3, (A2)
J

where CE(+, -) means the cross-entropy loss.

A.2. MoFlow Teacher Model Training

We present the training algorithm for the teacher model with
a modified objective in Algorithm 1. Notably, we observe
that using tied noise across all K components stabilizes the
training process. In contrast, untied noise introduces ex-
cessive variability, making convergence significantly more
challenging. For the flow time scheduler p;(-), we employ a
logit-normal distribution: logit(t) ~ N'(p,07). In prac-
tice, one can sample a random variable x ~ N (s, 07)
and apply the standard logistic function, 1=, to obtain
the desired samples for ¢. The parameters y; = —0.5 and
o, = 1.5 are selected based on a hyperparameter sweep.
Empirically, we observe that the data space prediction
loss function defined in Eq. (A.1) suffers from overfitting
when ¢ is close to 1. This is because, in this regime, the
noisy input Y{. ;- becomes highly similar to the clean trajec-
tory Y;! ;.. When conditioned on the future trajectory Y .,
the noisy vector Y7 - at time ¢ follows a Gaussian distribu-
tion N(tY{ s, (1 — ¢)%I). Its variance, (1 — t)?, decreases
quadratically as ¢ approaches 1. These overfitting effects
cause the flow matching model to adopt a cheating solu-
tion during training, relying excessively on the input Y -



Algorithm 1 MoFlow Teacher Model Training

Algorithm 2 MoFlow Teacher Model Sampling

1: Require: Training dataset pp, learning rate 7, teacher
model Dy for data prediction

2: Initialize the parameters 6 of the network Dy.

3: repeat

4: (Y1,C) ~pp > Sample observed data
55 YO~ N(0,I)

6: Y, + repeat(Y?, K) > Tied noise
7: Y], < repeat(Y! K)

8: t ~ p(t) > Time scheduler
90 Vi« tVig+ (1 -tk
10: Sl:K,Cl:K (*Dg(Ylt:K,C,t)

11: 0 g_nVOEFM(SLKaCLKle)
12: until converged

> Eq. (A.1)
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1: Require: Evaluation dataset p7,, teacher model Dy for
data prediction, sampling steps T’

2: repeat

3 (-,C) ~pp > Sample context data
4: YSO ~N (0, I)
5

6

7

Y0, < repeat (Y2, K) > Tied noise
forn €[0,1,---,7 — 1] do
S1:x,Cuix — Do(Y], C, )

Si 7}/;"

8: véi) ==, Viel[K]

9: Vg = concat (vél), véQ), S ,véK))
10: VIR < Yilie 4 (Tnga — 7)vo

11: end for

12: until finished
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Figure 1. Qualitative results on NBA dataset in terms of diversity. Our method generates diverse samples that are more socially plausible.
Some of the trajectories generated by LED model, which are highlighted by red circles, do not adhere to the basketball game patterns or
rules. (Light color indicates past trajectory while dark color means future trajectory; blue/orange/green color: two teams and the basketball;
pink color: the sample that is the closest to the Ground truth in L2 sense among K = 20 predictions)

and generalizing poorly on the test dataset. To address this
issue, we propose a flow time-dependent masking mecha-
nism to encourage the model to extract useful signals from
the context C'. Specifically, we introduce a masking mech-
anism applied to the noise embedding, as illustrated in Fig.
1, which uses an S-shaped logistic function as the threshold:
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During training, for a randomly sampled time step ¢ from
the time scheduler, we mask the noisy embedding with ze-
ros with a probability of f,,(t). This serves as a simple
embedding-level dropout mechanism, applied only during
training. In our experiments, we set £ = 20 and m = 0.5.

A.3. MoFlow Teacher Model Sampling

In Algorithm 2, we solve the denoising ODEs during sam-
pling by leveraging the K -correlated trajectory predictions
{S;}E | produced by Dy to compute the K-shot vector

field: 5yt
vp) = ST, Vie K]

The initial values Y,° for all components are sampled from

a standard normal distribution. The process iteratively up-

dates Y] - based on the predicted vector field as the flow

time ¢ progresses towards ¢ = 1.

We use a mapping function 7,, to represent the actual
flow time ¢ at sampling iteration n € [0, 7], given a total
computation budget of 7" steps. The mapping function must
satisfy two boundary conditions: 79 = 0 and 77 = 1. In our
experiments, we set 7' = 100. Following [3, 10], we design
a non-linear time mapping function as follows:

n . T
1000° ifn < 3,
Tn = P
o, (W0-s)(n=3)" e T
500 ) 2

(2)"
Empirically, we set p = 5 based on a hyperparameter grid
search.



Table 1. Ablation study on various components of our MoFlow on the NBA dataset. (PE-K) Positional Encoding (PE) on number of
predictions (K); (PE-A) PE on agent-level only; (w/o PE) No PE; (Uniform) uniform noise/time schedule; (IID) i.i.d. noise instead of
shared noise; (w/o Mask) Turn off the flow-time dependent masking mechanism; (Ours) Our MoFlow with all modules on. We report

minzoADE/minyFDE (meters) for empirical performance. We bold the top results.

Time ‘ PE-K PE-A w/o PE Uniform 11D w/o Mask ‘ Ours

1.0s | 0.19/0.26 0.41/0.74 0.45/0.84 0.19/0.26 0.26/0.44 0.19/0.27 | 0.19/0.25
2.0s | 0.35/0.47 0.88/1.77 1.02/2.10 0.35/0.48 0.59/1.12 0.38/0.56 | 0.34/0.47
3.0s | 0.52/0.68 1.37/2.72 1.61/3.22 0.53/0.68 0.97/1.87 0.59/0.80 | 0.52/0.67
4.0s | 0.71/0.88 1.83/3.51 2.14/4.05 0.71/0.88 1.36/2.46 0.82/1.07 | 0.71/0.87

A.4. Network Architecture

Building on prior studies [4, 7, 18], we adopt the spatio-
temporal transformer encoder to jointly model temporal
and social dimensions, capturing complex agent interac-
tions over time and space. To enhance performance across
datasets, the encoder architecture is dataset-specific: the
spatio-temporal transformer encoder is used for ETH-UCY
and SDD, while a PointNet-like encoder [11] is employed
for the NBA dataset. Our spatio-temporal encoder pro-
cesses both the context embedding and noise embedding
through MLP layers, which are further combined with the
flow-matching time signal during the teacher model’s train-
ing. The encoder for the student IMLE model employs
a similar structure, differing only in its handling of the
flow-matching time. In both transformer-based encoders
leverage skip connections and share a configuration of 128
features, a feed-forward dimension of 512, eight attention
heads, and consist of four layers.

In our the motion decoder, we employ additional self-
attention to capture interactions among K scene predic-
tions, as depicted in Fig 1., complementing the temporal
and social interactions modeled by the encoder. The em-
bedding dimension, feed-forward dimension, and number
of attention heads in the decoder match those of the spatial
temporal encoder. The decoder comprises four blocks with
each block performing factorized self-attention both over
the sample dimension and the agent dimension [8]. To cir-
cumvent the potential overfitting issue, the attention dropout
rate is set to 0.1.

Both our MoFlow model and the IMLE model are
smaller in size compared to the LED initializer [7], with
~1M fewer parameters.

A.5. Model Training Details

We preprocess the trajectories using a simple min-max nor-
malization technique, scaling future relative motion to the
range [—1, 1] linearly to facilitate the training of the flow-
matching model. A basic transformer architecture, depicted
in Fig 1., serves as the backbone of our approach. We
find the standard transformer implementation to be suffi-
cient for our task, requiring no special training tricks to

achieve strong performance. To facilitate the learning of
inter-agent spatial relationships, we apply sinusoidal po-
sitional encoding across agents, assigning unique relative
positions to each agent’s representation. In the motion de-
coder, we reinforce the agent-level positional encoding and
introduce an additional positional encoding at the prediction
level. Self-attention is then applied alternately at the agent
and prediction levels, strengthening inter-agent interactions
and improving overall scene coherence. The student model
trained with IMLE objective shares the same architecture as
the teacher model, except that it does not need the flow time
positional encoding layers. For teacher model sampling, we
adopt 100 steps to solve the denoising ODEs and generate
samples. These samples are used both to evaluate teacher
model performance and to train the IMLE distillation mod-
els. To enhance IMLE training efficiency, we compute and
save the teacher model samples in advance. All the training
is conducted on NVIDIA RTX6000 and A40 GPUs using
the AdamW [6] optimizer in PyTorch [9], with weight de-
cay set to 0.01.

B. Further Qualitative Results

We would love to show more qualitative results on NBA
dataset. In Fig. 1, we compare our 20 predictions with the
samples' generated by LED [7] model. Upon closer ex-
amination of the predictions generated by the LED model,
we observe that certain trajectories, which highlighted by
the red circles, move in implausible, opposite directions. In
contrast, our model effectively captures the general move-
ment, steering the trajectories towards more plausible direc-
tions. Notably, the two figures in the first row of the LED
model predictions are classified as backcourt violations de-
fined in the basketball rules. Such violations are rare in the
NBA training dataset. Notice that violations are not present
in our predictions, indicating that our model generates tra-
jectories that are more realistic and contextually appropriate
for basketball games. According to Fig. 5, we have success-

INote that these are the exactly two same scenes with identical ego
agents, as demonstrated by their paper and codebase. The coloring has
been adjusted to align with our visualizations, and we have replaced their
mean prediction with the best-of-20 prediction for consistency.


https://github.com/MediaBrain-SJTU/LED/blob/main/visualization/draw_mean_variance.ipynb

w=0 w=1 w=>5
DDPM LED MoFlow IMLE MoFlow* | MoFlow*
(a) @2s 0.44/0.64 | 0.37/0.57 | 0.34/0.47 | 0.34/0.47 || 0.37/0.52 | 0.42/0.61
(a) @4s 0.94/1.21 | 0.81/1.10 | 0.71/0.87 | 0.71/0.86 || 0.75/0.96 | 0.81/1.12
(b) @2s 1.15/2.30 | 0.89/1.84 | 0.83/1.64 | 0.83/1.65 || 0.84/1.68 | 0.86/1.73
(b) @4s 2.40/4.65 | 1.95/3.84 | 1.71/3.34 | 1.73/3.35 || 1.74/3.37 | 1.81/3.49
MASD [17] 6.41 15.74 5.85 5.78 5.54 5.00

Table 2. Joint metrics performance on NBA dataset. * means we train our MoFlow using the new objective. (a) minag ADE/minsoFDE
metric; (b) a new metric minaoJADE/min2oJFDE; (¢) MASD diversity metric [13, 17]. DDPM refers to the stage-one diffusion model
used in LED [7]. We use the checkpoint from the codebase provided by LED.
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Figure 2. More qualitative results on the NBA dataset show a comparison between the best-of-20 predictions from our MoFlow IMLE
distillation method, the best-of-20 predictions the LED method, and the ground truth future trajectories. The visualization demonstrates
that our approach produces predictions that more closely align with the ground truth trajectories compared to the LED model. (Light color
indicates past trajectory while dark color means future trajectory; blue/orange/green color: two teams and the basketball)

Table 3. Ablations on IMLE sample size m on the NBA dataset.
We report minygADE/minyFDE (meters) for performance.

Trajectory Time | m=5 m=10 m=20 m=40
1.0s 0.22/0.27 0.19/026 0.18/0.25 OOM
2.0s 0.38/0.42 0.35/0.48 0.35/0.47 OOM
3.0s 0.58/0.70  0.55/0.69 0.52/0.67 OOM

Total (4.0s) | 0.78/0.95 0.73/0.89 0.71/0.87 OOM

fully predicted the direction of the future trajectories given
the context on a regular basis while other state-of-the-art
method failed to achieve. In particular, we highlight the
subtle yet essential differences among the best-of-20 predic-
tions from our MoFlow IMLE distillation method, the best-
of-20 predictions from the LED method, and the ground
truth future trajectories by zooming in on the details.

It is important to highlight that our MoFlow model can
generate K scene-level trajectory predictions, with corre-
sponding classification logits {¢;}X,,¢; € R, depicted
by Fig. 4 and Fig. 3. This means we have an empirical dis-

tribution for all the trajectories that we generate for each
agent. While the predicted trajectories may sometimes be
widely distributed, our MoFlow model effectively differen-
tiates their plausibility. Additionally, we compute the Pear-
son correlation between ADE and predicted K probabilities
for each agent and average the results across all trajecto-
ries, yielding a negative correlation of —0.40. Next, we re-
port ADE@4s of the trajectory with largest probability and
ADE@4s with the least one on NBA dataset [1.94/3.41] to
validate the output probabilities. The performance gap is
significant.

C. Additional Experimental Results

In this section, we conduct ablation experiments on the
NBA dataset to validate our model design choices. Due to a
recent paper [14], we will report another set of results under
the joint metric to show the capacity of our models.
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Figure 3. Some scenes from NBA dataset with MoFlow predictions for one agent and corresponding IMLE predictions.

Table 4. Comparison with baseline distillation models on ETH-UCY dataset. minyo ADE/min, FDE (meters) are reported. Bold/underlined
fonts represent the best/second-best result. Note that we evaluate our approach on this dataset with the same split as SGAN [5] whileTab.
2. in the main text is based on the dataset and train-test split released by the LED [7] group.

MID GroupNet TUTR  EqMotion EigenTraj LED SingularTraj | MoFlow IMLE

Subsets [4] [15] [12] [16] [1] [7] [2]

ETH 0.39/0.66  0.46/0.73  0.40/0.61 0.40/0.61 0.36/0.53 0.39/0.58 0.35/0.42 | 0.39/0.55 0.40/0.61
HOTEL | 0.13/0.22 0.15/0.25 0.11/0.18 0.12/0.18 0.12/0.19 0.11/0.17  0.13/0.19 0.11/0.17  0.12/0.18
UNIV | 0.22/0.45 0.26/0.49 0.23/0.42 0.23/0.43 0.24/0.34 0.26/0.44  0.25/0.44 | 0.22/0.39 0.24/0.44
ZARA1 | 0.17/0.30 0.21/0.39 0.18/0.34 0.18/0.32  0.19/0.33  0.18/0.26  0.19/0.32 | 0.17/0.29 0.17/0.31
ZARA2 | 0.13/0.27 0.17/0.33  0.13/0.25 0.13/0.23  0.14/0.24  0.13/0.22  0.15/0.25 0.12/0.22 0.13/0.24

AVG ‘ 0.21/0.38  0.25/0.44 0.21/0.36  0.32/0.35 0.21/0.34 0.21/0.33  0.21/0.32 ‘ 0.21/0.32  0.21/0.36

C.1. Sampling Speed-up Effect

achieve faster sampling speeds than state-of-the-art meth-

) ) ods, while delivering superior performance.
We demonstrate the sampling speed-up effect in Tab. 5, re-

porting the average sampling time per scene for runtime.
Thanks to the one-step inference enabled by IMLE distil-
lation, our student model achieves significantly faster sam-

C.2. Ablations on Flow Matching Configurations

To assess the significance of each module, we conduct an

pling with 100x fewer NFEs, reducing runtime by 98% on
the same hardware. Notably, we found that IMLE dis-
tillation does not compromise empirical performance in
our setup. Moreover, both our teacher and student model

Table 5. Sampling speed-up comparison on the NBA dataset. We
report minygADE/minyFDE (meters) for empirical performance.
DDPM refers to the teacher diffusion model used in LED [7].

ablation study on different components of our MoFlow. In
Section 4.2, we discussed the design of input-output dimen-
sion adaptation and the time schedule. Here, we demon-
strate the superiority of our current configuration through
the results presented in Tab. 1.

From Tab. 1, we observe that positional encoding applied
at the predictions (K) level provides a greater advantage
compared to positional encoding applied at applied at the
agent level. Additionally, incorporating shared noise yields

Efficiency | MoFlow  IMLE | DDPM LED strong final results without leading to the variance explosion
NFE 100 1 100 6 observed in the IID column.
Runtime (ms) 33.20 0.70 796 22.38

Performance ‘ MoFlow IMLE ‘ DDPM LED

C.3. Ablations on IMLE Configurations

1.0s 0.18/0.25 0.18/0.25 | 0.20/0.28 ~ 0.18/0.27 According to the IMLE training principle outlined in Al-
2.0s 0.34/0.47 0.35/0.47 | 0.43/0.64 0.37/0.56 gorlthm 1’ the student model needs to Sample m > 1 in-
3.0s 0.52/0.67 0.52/0.67 | 0.68/0.95 0.58/0.84

Total (4.0s) | 0.71/0.87 0.71/0.87 | 0.93/1.20 0.81/1.10

stances to select the one closest to the teacher model’s sam-
ple. We present the comparison results for different values
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Figure 4. Scenes from ETH-UCY datasets with MoFlow generation. The probability besides the trajectories are normalized from classifi-

cation logit {¢;}1<; via Softmax.

of m in Tab. 3. We choose m = 20 for its superior em-
pirical performance. Note that m effectively enlarges the
training-time mini-batch size by a factor of m. Therefore,
setting m too large can lead to out-of-memory issues. More-
over, we present the JADE/JFDE results and conduct abla-
tion on w in by re-training our MoFlow with the new objec-
tive, which is identical to equations (10,11) [14]. Based on
Tab. 2, we observe a trade-off between these two metrics:
a marginal improvement in JADE/JFDE leads to a signifi-
cant drop in ADE/FDE performance. Next, we assess our
model’s ability to preserve the sample quality of the teacher
model. Specifically, when analyzing the metric map-aware
self-distance (MASD), we observe that the LED model fails
to maintain this quantity, exhibiting a substantial deviation
of ~9m from the teacher model (DDPM). In contrast, our
IMLE model preserves this quantity with remarkable accu-

racy, achieving a deviation of only ~0.Im. These results
further underscore the superiority of our approach in the
distillation task.
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Figure 5. More qualitative results on the NBA dataset show a comparison among the best-of-20 predictions from our MoFlow IMLE
distillation method, the best-of-20 predictions the LED method, and the ground truth future trajectories. The visualization demonstrates
that our approach produces predictions that more closely align with the ground truth trajectories compared to the LED model. The key
differences are zoomed in from the purple rectangles and displayed side-by-side, contrasting the ground truth, the best samples generated
by the LED model with those produced by our approach. (blue/orange/green color: home team, away team and the basketball)
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