The Devil is in the Prompts: Retrieval-Augmented Prompt Optimization for
Text-to-Video Generation

Supplementary Material

We provide additional materials to support our main pa-
per. In Section 1, we introduce the specific inference prompt
template for prompt optimization utilizing GPT-4 [2] and
extraction for relation graph. In Section 2, we provide more
qualitative comparisons of generated videos between user-
provided prompts and different prompt optimization meth-
ods, and present more extension results to other T2V mod-
els utilizing our proposed RAPO. In Section 3, we conduct
ablation experiments on different hyperparameters towards
the scale of relation graph.

1. Specific Inference Prompt Template

In this section, we introduce the specific inference prompt
template utilizing GPT-4 for prompt optimization and ex-
tracting related modifiers from prompts database of T2V
training prompts.

1.1. Prompt Optimization utilizing GPT-4

We prompt GPT-4 to perform prompt optimization as
comparison of RAPO, transferring simple user-provided
prompts into longer prompts with detailed descriptions
about scenes, actions and subjects descriptions. The gen-
eral prompt instruction template is shown in Table 1. In
instruction, for each input user-provided prompt x;, we ob-
tain corresponding optimized prompt y;.

GPT-4 Instruction Template for Prompt Optimization.

Instruction: Imagine you are a Text Optimizer tasked with
enhancing user-provided prompts. Refine the input sentence
by including a detailed subject description, specifying the
action being performed, and vividly describing the scene.
Optionally, incorporate elements of camera angles, light-
ing, shadows, and atmosphere to enrich the imagery. Con-
sider adding complementary actions to make the sentence
more dynamic and engaging, ensuring it flows naturally and
avoids nonsensical phrasing.

User-provided prompt: {z;}.

Optimized prompt: {y;}.

Table 1. GPT-4 instruction template for prompt optimization.
In instruction, for each input user-provided prompt z;, we obtain
corresponding optimized prompt y;.

1.2. Modifiers Extraction for Relation Graph

We prompt large language model to extract scenes and cor-
responding related modifiers (e.g., subject, action, atmo-

sphere descriptions) from training prompts of T2V mod-
els. The general prompt instruction template is shown in
Table 2. We provide examples of training prompts with cor-
responding extracted modifiers {D,,, = d;|Y} }, in which
N™ is the number of examples and d; contains a training
prompt with corresponding extracted modifiers. For each
input prompt p;, we extract modifiers {m;| fvzkl} utilizing
LLM via instruction, in which N* is the number of ex-
tracted modifiers.

LLM Instruction Template for Modifiers Extraction to
Construct Relation Graph.

Instruction: Imagine you are a Modifiers Extractor tasked
with extracting modifiers from each prompt. Extract the ac-
tions of the subject’s ongoing activity and the scene where
the activity takes place from a sentence, and the correspond-
ing subject and atmosphere descriptions. Only the results
are output, no additional explanation is required.
Examples: {D,, = d;|¥] }.

Input prompt: {p;}.

Extracted modifiers: {m; |, }.

Table 2. LLM instruction template for modifiers extraction to
construct relation graph. For each input prompt p;, we extract
modifiers m; utilizing LLM via instruction.

2. Additional Qualitative Comparisons

We represent additional qualitative comparisons between
simple user-provided prompts and different prompt opti-
mized methods for static dimensions and dynamic dimen-
sions as shown in Figure 1 and 2. The optimized prompts
from RAPO can significantly enhance both the static and
dynamic quality of the generated videos, enabling them to
be more visually appealing. Moreover, we represent exten-
sion of applying RAPO on CogVideoX [6] and T2V-Turbo
[3].

3. Ablation Experiments on Hyperparameters

We conduct ablation experiments on the scale of the con-
structed relation graph on T2V-CompBench [4]. Specifi-
cally, we represent the scale of relation graph by the valid
number of sentences composing the relation graph. As
shown in Table 3, the performance on different metrics im-
proves with increasing the number of sentences at begin-
ning then gradually stabilizes. At the same time, with the
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”

“Couple dances closely at a dimly lit party

Figure 1. Generated videos for dynamic performance using LaVie [5] with short prompts, prompt optimization methods from GPT-4 [2],
Open-sora [1], and our method. From left to right, and top to bottom: user-provided, GPT-4, Open-sora, RAPO.

054 increasing of the scale of relation graph, the reference speed scale of relation graph to strike a balance between reference 056
055 also also decreases. Therefore, we need to choose a suitable speed and performance. 057
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“a clock and a backpack”

“a motorcycle and a boat”

.

“Linen curtains blowing beside a bamboo wall”

T

‘A gray concrete pathway lights up with unexpected rainbow hues”

Figure 2. Generated videos for static performance using LaVie [5] with short prompts, prompt optimization methods from GPT-4 [2],

Open-sora [1], and our method. From left to right: user-provided, GPT-4, Open-sora, RAPO.

Sentence number  consistent attribute binding  dynamic attribute binding action binding  object interactions

100k 0.631 0.235 0.534 0.758
400k 0.648 0.229 0.562 0.760
800k 0.672 0.257 0.573 0.821
1200k 0.685 0.267 0.630 0.827
1600k 0.712 0.273 0.631 0.824
2000k 0.692 0.267 0.635 0.839

Table 3. Ablation studies on the scale of relation graph using LaVie. The performance on different metrics improves with increasing

sentence numbers at beginning then gradually stabilizes.
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‘A paper plane flying above a knitted vase”

(a) T2V-Turbo.
“a bicycle gliding through a snowy field”

¢ - : , B e T T

a  person washing the dishes”

“a person drinking coffee in a cafe”

B

(b) CogVideoX.

Figure 3. Extension results of RAPO to CogVideoX and T2V-Turbo. Left: results from user-provided prompts. Right: results from
RAPO augmented prompts.
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