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Supplementary Material

Figure 1. Illustration of our back-view generation module F .
Given an arbitrary back-view camera condition and a reference
image, we follow the methods of the reference module and Con-
trolNet to decode a specific camera view. During inference, we set
the back-view camera generation condition to 180 degrees to max-
imize the capture of appearance information from the back view.

We provide additional implementation details in Section
A, highlight more comparisons and results in Section B, and
provide additional limitations in Section C.

A. Implementation Details

A.1. Back-view Generation Module

We illustrate the framework of our back-view generation
module F in Fig. 1 along with its training data examples
in Fig. 2, which is used to enhance the generative capabili-
ties of F . Specifically, we employ Stable Diffusion SD1.5
[13] as the backbone. A reference network [3] is utilized to
inject information from the front face, and camera control
is managed by ControlNet [15]. In practice, we set a fixed
camera view of the back head. In particular, we uniformly
generate a fixed view that captures the maximum back ap-
pearance information, allowing the entire back-view gener-
ation module to focus on back-view appearance generation.

For the stylized augmentation dataset used to train the
back-view generation module F , we generate 2,000 sub-
jects that are various stylized front portraits using [5] and
further produce ground truth back-view by [14]. All data
were processed with a cropped resolution of 512 × 512.
Some of the lower-quality data were filtered out using [4].
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Figure 2. Examples in our stylized data augmentation which in-
cludes extensive generation of stylized back appearances. Com-
pared to training back-view generation module F solely on real or
synthetic networks, such augmentation helps our back-view gen-
eration module achieve greater generalizability.

A.2. Training and Evaluations

Our model keeps the weights of the original Stable Diffu-
sion model frozen during training. The training was con-
ducted in stages, where we sequentially integrate and train
modules R, C, and V mentioned in main paper Figure 2. All
training were conducted on 6 NVIDIA RTX A6000 ADA
GPUs with a learning rate of 10−5; we performed 60,000
iterations with the enhanced dataset for dual appearance
and an additional 60,000 iterations for the camera control
stages and the sequential training stage each, using only the
PanoHead data due to unachievable camera intrinsics of the
back view and a limited number of sparse camera views.
For test inference, we collect 200 challenged portraits from
Midjourney and Pexels [10, 12], containing a wide variation
in appearance, expression, camera perspective, and style.
For comparison in RenderMe360[11], we use another un-
seen 500 multi-view image pairs with different expressions.

A.3. Dataset Details

Our dataset has 800 unique subjects: 150 from Ren-
derMe360 and 600 from PanoHead/SphereHead. We
use 150 from RenderMe360, excluding those with com-
plex head accessories to avoid unwanted artifacts. Ren-
derMe360 is not used for sequential training due to sparse
camera views. For the back-head generator, we use
1,800 subjects: 150 from RenderMe360 (real-world), 650
from PanoHead/SphereHead (synthetic), and 1,000 from
Unique3D (stylized).



Im
age Cond

Cam
 Param

Figure 3. Ablation study on camera conditioning.

B. More Results
B.1. More Ablation Study
As shown in Fig. 3, our experiments show image-based
view control is more accurate than naive camera pose rep-
resentation via text embedding. The effectiveness of alter-
native latent pose representations remains unclear, and ex-
plicit pose estimation requires extensive high-quality data,
which we lack. However, we compare both methods using
the POSE metric in Tab. 1 of DiffPortrait3D [14]. (POSE↓
Our Image Cond.: 0.0018, Cam Param.: 0.0081).

B.2. More Qualitative Comparisons
We conduct more qualitative comparisons with
PanoHead [1], SphereHead [8], Unique3D [14], Rome [7]
and Itseez3D1 on stylized portraits in Fig. 6, where
our method shows superior generalization capability
on diverse styles. We also show additional qualitative
comparisons with PanoHead [1], SphereHead [8], Zero-
1-to-3 [9], Unique3D [14] and DiffPortrait3D [6] on
RenderMe360[11] with paired ground truth results in
Fig. 7.

B.3. Comparing DiffPortrait3D on More Views
Please find more comparisons with DiffPortrait3D [6] on
more views in Fig. 4.

B.4. More Results
Finally, more visual results of our method are introduced
in Fig. 8, Fig. 9 and Fig. 10.

C. Limitation and Future Work
Our experiments prove unlike the temporal fusion layer of
DiffPortrait3D trained on random views, our approach us-
ing continuous improves local consistency which is crucial
for 3D tasks. To this end, we also show that our emphasis
on achieving view consistency is crucial for constructing
a NeRF representation, enabling real-time free-viewpoint
rendering from any camera position. While our method
outperforms all state-of-the-art techniques, it still exhibits
small inconsistencies for certain portraits. This is due to
the inherent 2D nature of stable diffusion generation, which

1https://itseez3d.com/

remains frozen during training to maintain stability. In the
future, we plan to either incorporate geometric priors ex-
plicitly into the diffusion-based view synthesis process or
extend our framework by directly encoding multi-view im-
ages into visual patches similar to, e.g., SORA[2] and ex-
plore the use of differentiable rendering techniques and ef-
ficient radiance field representations, such as 3D Gaussian
Splats. Additionally, our method currently struggles with
certain types of headgear, such as various hats and unseen
hairstyles shown in Fig. 11, due to a biased distribution in
our training data. We believe that additional data collection
is likely to improve the performance. Finally, as our gen-
erated heads are currently static, future directions include
making them animatable and relightable, and the cropping
size of the head area should be expanded to accommodate
scenarios involving longer hair.
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Figure 4. More comparisons with DiffPortrait3D [6] on more views.

Figure 5. More real-world results.
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Figure 6. More qualitative comparisons with existing methods on in the stylized portraits. Our method shows superior generalization
capability to novel view synthesis of wild portraits with unseen appearances, expressions, and styles, even without any reliance on fine-
tuning.
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Figure 7. More qualitative comparisons of novel view synthesis on RenderMe360 [11]. Our method achieves effective appearance control
for novel synthesis under substantial change of camera view for synthesis.
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Figure 8. More qualitative results of our method.
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Figure 9. More qualitative results of our method.
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Figure 10. More qualitative results of our method.
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Figure 11. Limitations of our method.



Patrick Esser, and Björn Ommer. High-resolution image syn-
thesis with latent diffusion models. In CVPR, pages 10684–
10695, 2022. 1

[14] Kailu Wu, Fangfu Liu, Zhihan Cai, Runjie Yan, Hanyang
Wang, Yating Hu, Yueqi Duan, and Kaisheng Ma. Unique3d:
High-quality and efficient 3d mesh generation from a single
image. arXiv preprint arXiv:2405.20343, 2024. 1, 2

[15] Lvmin Zhang, Anyi Rao, and Maneesh Agrawala. Adding
conditional control to text-to-image diffusion models. In
ICCV, pages 3836–3847, 2023. 1


	Implementation Details
	Back-view Generation Module
	Training and Evaluations
	Dataset Details

	More Results
	More Ablation Study
	More Qualitative Comparisons
	Comparing DiffPortrait3D on More Views
	More Results

	Limitation and Future Work

