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B. Evaluation Metrics
In the era of competitive benchmarks, much research is

evaluated on its ability to improve the scores. If benchmarks
are using metrics to evaluate these scores which are skewed
towards only certain aspects of a task, this will also steer
research and models to focus more on these aspects.

B.1. mAP: mean Average Precision
mAP (mean Average Precision) is a standard evaluation

metric in image instance segmentation. It is the area under
the precision-recall curve across multiple intersection-over-
union (IoU) thresholds. The mAP metric has been extended
to video instance segmentation, as proposed in [55], where
IoU computation differs from image instance segmentation
because each instance contains a sequence of masks:
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The proposed IoU computes the spatio-temporal consis-
tency of ground-truth and predicted segmentation results.
If the algorithm detects object masks but fails to track the
objects across frames, the IoU score will be reduced.

However, mAP is not perfectly suited to our AVIS task,
because it can be increased by producing many different
predictions with low confidence scores and does not de-
crease even if non-sounding objects are predicted. More-
over, the threshold required for an instance to be considered
a positive match is set high, resulting in lots of improve-
ments in detection, association, and localization being over-
looked by the evaluation metric. In addition, mAP mixes as-
sociation, detection and localisation in a manner that does
not allow for differentiation among error types.

B.2. HOTA: Higher Order Tracking Accuracy
HOTA (Higher Order Tracking Accuracy) [43] performs

a bijective (one-to-one) matching at a detection level while
scoring association globally over trajectories, which is de-
signed for multi-object tracking task. This makes HOTA a

balanced metric for measuring both detection and associa-
tion. When applied to the AVIS task, it can penalize those
models that predict non-sounding objects.

A true positive (TP) refers to a matched pair of a ground-
truth track set (gtDet) and a predicted detection set (prDet),
for which the localisation similarity is greater than or equal
to the threshold α. A false negative (FN) is a gtDet that is
not matched to any prDet. A false positive (FP) is a prDet
that is not matched to any gtDet. The matching between gt-
Dets and prDets is bijective within each frame. For a given
TP, denoted as c, the set of TPAs is the set of True Positive
Associates (TPs) which have both the same ground-truth id
set (gtID) and the same predicted id set (prID) as c. For
a given TP, c, the set of False Negative Associates (FNAs)
refers to the set of gtDets with the same gtID as c, but that
were either assigned a different prID as c, or no prID if they
were missed. For a given TP, c, the set of False Positive
Associates (FPAs) denotes the set of prDets with the same
prID as c, but that were either assigned a different gtID as c,
or no gtID if they did not actually correspond to an object.
Having defined the concepts for measuring successes and
errors in detection (TPs, FPs, FNs) and association (TPAs,
FPAs, FNAs), the HOTA score can be defined as:

HOTA =
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c∈{TP} A(c)
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The HOTA can decompose into a separate detection
accuracy score (DetA) and an association accuracy score
(AssA) as follows:
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√

DetA · AssA
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B.3. FSLA: Frame-level Sound Location Accuracy
Besides considering the above object-based metrics, we

propose a novel measure, namely frame-level sound local-
ization accuracy (FSLA), tailored to measure the proportion
of frames that are correctly predicted by the model out of the
total number of frames. Specifically, we first use the Hun-
garian algorithm [32] to determine a one-to-one matching
between ground-truth and predicted detections. For each
frame, it can be treated as correct frame if it satisfies the



Algorithm 1: The FSLA Evaluation Metric

1 function FSLA (MP,MG,CP,CG, IDP, IDG);
Input : A predicted mask set MP = {mP

i,l}x,Li=1,l=1.
A labeled mask set MG = {mG

j,l}y,Lj=1,l=1.
A predicted class set CP = {cPi }xi=1.
A labeled class set CG = {cGj }yj=1.
A predicted id set IDP = {idP

i }xi=1.
A labeled id set IDG = {idG

j }yj=1.
The video frames F. The video length L.
Nfna, Nfsa, and Nfma are the number of

silent, single- and multi-sound-source frames.
Output: FSLA, FSLAn, FSLAs, FSLAm

2 Nfnt, Nfst, Nfmt ← 0

3 S(x, y) = HungarianMatch(MP,MG, IDP, IDG)
4 for α← 0.05 to 0.95 step 0.05 do
5 for l← 1 to L step 1 do
6 if Fl is a silent frame then
7 Nfnt ← Nfnt + 1
8 end
9 if Fl is a single-sound-source frame then

10 if cPi,l == cGj,l then
11 if S(i, j) and IoU(mP

i,l,m
G
j,l) > α then

12 Nfst ← Nfst + 1
13 end
14 end
15 end
16 if Fm is a multi-sound-source frame then
17 if cPi,l == cGj,l then
18 if S(i, j) and IoU(mP

i,l,m
G
j,l) > α then

19 Nfmt ← Nfmt + 1
20 end
21 end
22 end
23 end
24 FSLAn(α)←Nfnt/Nfna, FSLAs(α)←Nfst/Nfsa

25 FSLAm(α)← Nfmt/Nfma

26 FSLA(α)← (Nfnt +Nfst +Nfmt)/L

27 end
28 FSLA← FSLA(α)

29 FSLAn, FSLAs, FSLAm← FSLAn(α), FSLAs(α),
FSLAm(α)

following conditions: 1) The number of sounding objects is
correct; 2) The category of the sounding objects is correct;
3) The IoU (Intersection over Union) between the ground
truth and the predicted sounding objects is greater than
threshold α. The final score is computed by averaging over
all classes before averaging different α thresholds (0.05 to
0.95 in 0.05 intervals). The pseudo code of the FSLA met-
ric is shown in Algorithm 1. Compared to other metrics,
our FSLA allows for easier localization of incorrect frames
and offers a more intuitive explanation of the model’s per-
formance across different time periods. Additionally, it can

be decomposed into a set of sub-metrics (FSLAn, FSLAs
and FSLAm) which can be used for model evaluation in
scenarios with no sound source, a single sound source, and
multiple sound sources. This results in FSLA being able to
guide how models can be improved, or understand where
they are likely to fail when used.

C. Implementation Details
The audio and video frames are sampled at rates of 16

kHz and 1 FPS, respectively. For the image encoder, we
attempt two different backbones, ResNet-50/101 [24] and
Swin-L [42]. For the audio encoder, we adopt VGGish [18]
pre-trained on AudioSet, with its parameters frozen dur-
ing the training phase. Unless specified, the window size
W is set to 6, and both the number of frame queries and
video queries are set to 100. Our model is implemented on
top of the detectron21 and trained on the proposed AVISeg
dataset for 48,000 iterations with a batch size of 1. We use
the AdamW optimizer and the step learning rate schedule.
The initial learning rate is set to 1e-4 and reduced by a fac-
tor of 0.1 at 32,000 iterations. By default, the shorter side
of frames are resized to 360 and 448 pixels during infer-
ence. The mask predictions are obtained without any post-
processing, such as NMS. We keep predictions with a confi-
dence threshold greater than 0.3. The experiments are con-
ducted on 2 NVIDIA Quadro 6000 GPUs.

D. More Ablation Studies
Impact of similarity loss and hyper-parameter setup.

As shown in Table 7, removing similarity loss yields a sig-
nificant decrease across all metrics. This is because the
model struggles to learn correct associations between ob-
ject tokens and video queries, leading to feature misalign-
ment, identity switches and tracking failures, especially for
different instances of the same category. Additionally, we
test several hyper-parameters and set λsim = 0.5 as default,
which achieves the best performance.

Table 7. Impact of similarity loss and hyper-parameter setup.

similarity loss λsim = 0.1 λsim = 0.5 λsim = 1.0 FSLA HOTA mAP
32.71 52.45 35.77
38.97 59.92 38.22
42.78 61.73 40.57
42.08 61.63 40.49

E. Details of Multi-modal Large Models
E.1. Sam4AVS

Model. As shown in Figure 6 (a), Sam4AVS [59] lever-
ages the large-scale audio-language model CLAP [53] to
classify the input audio. For a single-source audio, the class

1https://github.com/facebookresearch/detectron2

https://github.com/facebookresearch/detectron2


name with the highest score is selected, while for a multi-
source audio, the two highest-scoring class names are cho-
sen. The predicted class names are input into Grounding
DINO [41] to generate box predictions, and these boxes are
then utilized to query SAM [30] for mask generation.

Experiment. We reproduce Sam4AVS and make it suit-
able for the AVIS task. Specifically, we divide each au-
dio into multiple 1-second segments and feed them into
CLAP separately. Then, we select the class name with top-1
score to generate masks for each video frame. Furthermore,
masks of the same category throughout the entire video are
considered to belong to the same object.

Problem. Only using audio information to predict the
category of sounding objects proves insufficient and unre-
liable in complex scenarios. For instance, humans can im-
itate the sound of a cat meowing, and both cars and air-
planes may generate similar engine sounds. Sam4AVS ne-
glects visual cues, potentially leading to inaccurate classi-
fication of sounding objects. When provided with a class
name, Sam4AVS tends to segment all objects belonging to
the predicted class, rather than those sounding ones. Ad-
ditionally, Sam4AVS processes images individually, which
prevents it from establishing temporal correlations or track-
ing instances of sounding objects.

E.2. BuboGPT
Model. As shown in Figure 6 (b), BuboGPT [62] aligns

audio-vision-language modalities while leveraging a large
language model to generate description of sounding objects.
It employs an existing visual grounding pipeline to find the
above sounding objects described above in an image and
output their final masks. More specifically, BuboGPT uses
ImageBind [19] as the audio encoder, BLIP-2 [34] as the vi-
sion encoder and Vicuna [14] as the large language model.
BuboGPT first aligns audio or visual features with language
by training the modality Q-Former [34] and linear projec-
tion layer on audio or image caption datasets, respectively.
Subsequently, it conducts multi-modal instruct tuning on
a large instruction-following dataset, prompting Vicuna to
generate description of sound source. The prompt template,
i.e., prompt1 depicted in Figure 6 (b), is defined as follows:

<Vision><ModalityHere></Vision> <Audio><
ModalityHere></Audio> Please find the source
that emits the given sound in this image.

To explore the relationships between different visual ob-
jects and descriptions of sound source, BuboGPT adopts an
off-the-shelf visual grounding pipeline based on SAM [30].
This pipeline consists of four modules: 1) a tagging mod-
ule RAM [61] to produce multiple text tags/labels that are
relevant to the input image; 2) a grounding module Ground-
ing DINO [41] responsible for localizing a bounding box
in the image corresponding to each tag/label; 3) an entity-

matching module GPT-4 [1] that leverages the reasoning ca-
pabilities of the large language model to retrieve matched
entities from tags and image descriptions; 4) a segmenta-
tion module SAM [30] designed to get fine-grained masks.
The prompt template of the entity-matching module, i.e.,
prompt2 depicted in Figure 6 (b), is defined as follows:

You are a helpful assistant. Now I will give you
a list of entities and give you a paragraph
or sentence. You need to first extract the
entity given in the text and then find the
corresponding entity having similar or
identical meanings in the given list. Find
all the pairs. Are you clear? let us think
step by step. The extracted entities must
come from the given text and the
corresponding entity must come from the given
list. If multiple entities can be linked to
the same span of text or vice versa, just
keep one and do not merge them. Here is an
example: <List>[’dog’,’sheepdog’,’grass’,’
chase sheepdog’,’field’,’field park’,’grassy
’,’corgi’,’brown dog’,’brown’,’park’]</List>
<Text>A brown dog running in the grassy field
</Text> The answer is: brown dog - brown dog
\n grassy field - field

Experiment. We reproduce BuboGPT and make it suit-
able for the AVIS task. Specifically, we split each video into
multiple non-overlapping visual and audio snippet pairs,
where each snippet spans 1 second. BuboGPT takes an im-
age and the corresponding 1-second audio as input, and gen-
erate masks for each video frame. Furthermore, masks of
the same tag/category throughout the entire video are con-
sidered to belong to the same object.

Problem. Compared to Sam4AVS, BuboGPT integrates
both audio and visual information to classify and localize
sounding object instances, resulting in more accurate sound
source localization. However, it still only process one im-
age at a time, which prevents it from establishing tempo-
ral correlations or tracking instances of sounding objects.
Moreover, RAM predicts tags/categories rather than pro-
viding detailed descriptions of the objects. Therefore, the
entity-matching module struggles to differentiate between
different object instances of the same category.

E.3. PG-Video-LLaVA
Model. As shown in Figure 6 (c), PG-Video-LLaVA

[44] transcribes audio cues into texts and extracts spatio-
temporal features from videos. Then they are input into
a large language model to generate description of sound-
ing objects. Finally, PG-Video-LLaVA uses an off-the-shelf
tracker along with a visual grounding module, allowing it to
spatially segment sounding objects in videos according to
the generated descriptions. Specifically, PG-Video-LLaVA
takes video frames as input and employs the CLIP [46] vi-
sual encoder to extract video features by averaging frame-
level features across temporal and spatial dimensions. For
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Figure 6. Pipeline comparison of multi-modal large models, including (a) Sam4AVS [59], (b) BuboGPT [62], (c) PG-Video-LLaVA [44],
and (d) AL-Ref-SAM 2 [27]. Multi-modal fusion module aligns audio-X modalities and outputs classes or descriptions of sounding ob-
jects. Assistant module leverages the reasoning capabilities of large language models to retrieve matched sounding objects. Segmentation
module adopts an off-the-shelf visual grounding pipeline to localize sounding objects and generate corresponding fine-grained masks.

the audio modality, PG-Video-LLaVA utilizes WhisperX
[3], a speech recognition system, to detect voice activity
and generate audio transcripts. The integration of the audio
transcript with the video features is executed in the large
language model LLaMA [50] through a carefully designed
prompt template, i.e., prompt1 depicted in Figure 6 (c):

You are PG-Video-LLaVA, a large vision-language
assistant. You are able to understand the
video content that the user provides, and
assist the user with a variety of tasks using
natural language. Your task is to find the
source that emits the given sound in this
video. <Video-Tokens> The noisy audio
transcript of this video is: <Audio-
Transcript>

After obtaining descriptions of sounding objects from
LLaMA, these are employed for grounding within the cor-
responding video frames. Key noun phrases are extracted
from the generated text via GPT-3.5, focusing on the cat-
egory of sounding objects. The prompt template of GPT-
3.5, i.e., prompt2 depicted in Figure 6 (c), is similar to
BuboGPT. Simultaneously, an image tagging model, RAM
[61], tags visual elements in each frame, constructing a de-
tailed map of the video content. The video is segmented
into smaller parts using PySceneDetect, based on changes
in scene composition. In each segment, a grounding en-
semble, composed of GroundingDINO [41], DEVA [13],
and SAM [30], employs the image tags to generate segmen-
tation masks and tracking IDs for the identified visual el-
ements. The visual cues from these segmentation masks
are subsequently matched with the textual noun phrases

through CLIP [46]. This matching process links the text
to the corresponding visual elements in the video.

Experiment. We reproduce PG-Video-LLaVA and
make it suitable for the AVIS task. Specifically, each noun
phrase from GPT-3.5 serves as an instance and is then input
into the grounding module to generate segmentation masks
throughout the entire video.

Problem. PG-Video-LLaVA extends image-based large
multi-modal models to the video domain, and provides a
more accurate understanding of video content compared to
Sam4AVS and BuboGP. Nevertheless, it can only describe
what the sounding object in the video is but cannot pinpoint
the exact time intervals for each sounding object. Moreover,
for each video, its feature are obtained by simply averaging
image features, which may result in the loss of some valu-
able information. For each audio, PG-Video-LLaVA only
identifies speech segments, filtering out non-speech audio
components (e.g., music, machine or animal sounds), and
transcribes the speech into text. In addition, RAM predicts
tags/categories rather than providing detailed descriptions
of the objects. Therefore, GPT-3.5 struggles to differentiate
between different object instances of the same category.

E.4. AL-Ref-SAM 2
Model. As shown in Figure 6 (d), AL-Ref-SAM 2

[27] employs an intuitive three-stage pipeline for the audio-
visual segmentation task: 1) extract reference information
from the multi-modal input, 2) identify the sounding object
in the initial frame based on the extracted reference, and 3)
segment the identified sounding object throughout the en-
tire video. Specifically, AL-Ref-SAM 2 applies an audio



classifier, BEATs [8], to categorize the audio clip.

The image is composed of multiple frames from a
video spliced from left to right, and the
frame number is marked with a circle in the
upper left corner of each frame. Using an
audio classification model, we obtained the
audio labels with the highest confidence in
the video: {$OBJ_1$,$OBJ_2$,...,$OBJ_k$}.
Please process these audio labels based on
the content of the image, filtering out audio
labels that do not exist in the video or are
abstract labels that cannot be associated
with specific objects. Additionally, merge
audio labels that represent the same object.
Then, according to the retained audio labels,
output the category of one or more objects
in the video that may be making sounds in a
list surrounded by [].

I have input an image stitched together from
frames of a video, each frame is marked with
an ID in the upper left corner. Please first
describe in detail the events happening in
the video and then help me select the single
frame that best demonstrates the \"{reference
}\" and may result in a good segmentation
result of the object previously described,
and return their IDs in the upper left corner
to me in a list surrounded by [].

The above content is an image that contains
sampled frames of a video, with the frame
numbers labeled in the top-left corner. In
the {$p_f$} frame, three objects are marked
with colored boxes: {$bbox_1$,$bbox_2$,
$bbox_3$}. Please follow these steps:

1. Describe the Scene: Describe the video and
each frame. Describe each object in the frame
.

2. Describe the Objects within Each Box: Describe
the objects in the above boxes and their
relationships.

3. Analyze the Provided Description: Given the
description \"{reference}\" and analyze its
syntax, identifying the main object described
in the sentence. Adhere to syntax analysis
principles, and do not assume that an object
is the main subject simply because it an has
extensive description. This analysis will
help you distinguish the box that needs to be
selected from the image.

4. Identify the Object that Best Matches the
Description:

Ensure you select the precise bounding box of the
referring object by following these tips:
Include only the main object described,
excluding other objects. Include the whole
main object. Do not include other objects
mentioned in the description that are not the
main object.

5. Output the Result: Output the single number in
list [] format.

To avoid the disturbance presence of background noise and
the ambiguity of audio information, it integrates visual con-

text and leverages the vision-language understanding ca-
pabilities of existing large multi-modal model, GPT-4 [1],
to accurately identify the categories of the actual sound-
ing objects present in the video. The prompt template, i.e.,
prompt1 depicted in Figure 6 (d), is defined as mentioned
above. Since the selected referent may be silent in certain
frames, AL-Ref-SAM 2 further utilizes sound event detec-
tion (SED) to segment the whole audio clip and filter out
silent frames from the generated mask sequence. Then,
GPT-4 processes the identified categories and video clip to
identify a high-quality box of the referent in a specific frame
where the referent clearly appears. The prompt template,
i.e., prompt2 depicted in Figure 6 (d), is defined as above.
Finally, the selected bounding box serves as the pivot box to
prompt SAM 2 [47] to segment the referent and propagate
its mask forward and backward through the entire video.

Experiment. We reproduce AL-Ref-SAM 2 and make
it suitable for the AVIS task. Specifically, each category is
considered as a individual object instance.

Problem. Compared to PG-Video-LLaVA, AL-Ref-
SAM 2 is capable of determining the exact time intervals
during which objects emit sound. However, it cannot dis-
tinguish between different object instances of the same cat-
egory, because BEATs and GPT-4 only output the category
of the audio rather than a description of sounding objects.

F. More Qualitative Results

As shown in Figure 7 and Figure 8, we provide some
qualitative comparisons with other methods on 4 scenarios.
1) Video instance segmentation methods (e.g., VITA [26])
can accurately segment and track objects, but fails to de-
termine when these objects are producing sound, e.g., “per-
son” in Figure 7 and “lion” in Figure 8, due to the absence of
audio input. 2) With the help of audio information, audio-
visual semantic segmentation methods (e.g., COMBO [56])
are capable of correctly localizing the sound source in most
cases. However, such methods show difficulties in process-
ing long sequences, which may result in multiple identity
switches in tracking, e.g., “person” in Figure 7. 3) Multi-
modal large models (e.g., PG-Video-LLaVA [44] and AL-
Ref-SAM 2 [27]) serve audio as a form of language and
leverage foundation models to achieve audio-referred visual
grounding. As discussed in Section E, these methods not
only fail to distinguish between different object instances of
the same category, e.g., “person” in Figure 7, but also strug-
gle to determine the exact time intervals for each sounding
object, e.g., “lion” in Figure 8.

In addition, we show more visual results of our baseline
model in Figure 9. Our model accurately localizes sound
sources, segments sounding objects, and determines when
they are emitting sound.



G. Failure Cases

Figure 10 displays additional failure cases of our model
on the AVISeg dataset. We observe that inaccurate sound
source localization tends to occur in complex multi-source
scenarios, especially when multiple objects within the same
category emit sound, e.g., two “girls”, three “tubas”, two
“dogs” and three “men” in Figure 10. This because audio
signals from homogeneous sounding objects often exhibit
similarity and indistinguishable, making them complicating
the alignment with visual content. It motivates us to ex-
plore how to more effectively disentangle high-density au-
dio signals and establish robust correspondences between
audio and visual contents in complex multi-source scenar-
ios and long video sequences.

H. Future Works

As a pioneering work, the current approach is not per-
fect and thus leaves much room for improvement, which
we summarize below:

1) Long-range temporal modeling. Recent work by
StreamingLLM [54] introduces the concept of “attention
sinks”, additional initial tokens that consistently partici-
pate in attention computations during sliding window pro-
cessing. This enables models trained with finite attention
windows and generalize to infinite-length sequences with-
out requiring further fine-tuning. Adopting this technique
could potentially enhance long-range consistency and im-
prove performance across extended audio-visual sequences.

2) Audio decoupling and audio-visual fusion. As dis-
cussed in Section G, our model’s performance may be lim-
ited in scenarios where multiple objects of the same cate-
gory are producing sound. To better associate mixed-source
audio with visual objects, product quantization [29, 56]
can be considered to decompose the mixed audio seman-
tics into several disentangled single-source semantics with
noise suppression. This approach has the potential to pro-
vide a more compact and robust audio representation for
audio-visual interaction, especially in complex scenarios.

3) Online audio-visual segmentation. Many recently
introduced methods have demonstrated promising perfor-
mance for audio-visual segmentation tasks. However, they
are restricted in real-time applications as they operate of-
fline, requiring the entire video to be processed before the
predictions. Therefore, developing online methods that pro-
cesses video frames sequentially, without access to future
frames, will be an important topic.

4) Prompt engineering and instruction tuning. With
the help of large language models, existing multi-modal
large models (MMLMs) exhibits impressive audio-visual
understanding abilities. Nevertheless, they are far from
satisfactory in fine-grained audio-referred visual ground-
ing tasks, especially in instance-aware sound source local-

ization and long videos. By carefully designing the text
prompts or fine-tuning on the AVISeg-based instruction-
tuning dataset, MMLMs can produce more accurate re-
sponses and detailed descriptions of sounding objects.
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Figure 7. Qualitative comparison of our model with VIS (VITA), AVSS (COMBO) and multi-modal large models (PG-Video-LLaVA and
AL-Ref-SAM 2) on Music (Top) and Speaking (Bottom) scenarios.
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Figure 8. Qualitative comparison of our model with VIS (VITA), AVSS (COMBO) and multi-modal large models (PG-Video-LLaVA and
AL-Ref-SAM 2) on Machine (Top) and Animal (Bottom) scenarios.
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Figure 9. More visual results of our baseline model on AVISeg dataset from four scenarios. Each row have six sampled frames from a
video sequence. Zoom in to see details.
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Figure 10. Failure cases of our baseline model on AVISeg dataset. Each row has six sampled frames from a video sequence. The yellow
boxes indicate the incorrect segmentation regions. Zoom in to see more details.



References
[1] Josh Achiam, Steven Adler, Sandhini Agarwal, Lama Ah-

mad, Ilge Akkaya, Florencia Leoni Aleman, Diogo Almeida,
Janko Altenschmidt, Sam Altman, Shyamal Anadkat, et al.
Gpt-4 technical report. arXiv preprint arXiv:2303.08774,
2023. 7, 3, 5

[2] Ali Athar, Sabarinath Mahadevan, Aljosa Osep, Laura Leal-
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Rädle, Chloe Rolland, Laura Gustafson, et al. Sam 2:
Segment anything in images and videos. arXiv preprint
arXiv:2408.00714, 2024. 5

[48] Arda Senocak, Tae-Hyun Oh, Junsik Kim, Ming-Hsuan
Yang, and In So Kweon. Learning to localize sound source in
visual scenes. In IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 4358–4366, 2018. 4

[49] Zhi Tian, Chunhua Shen, Hao Chen, and Tong He. Fcos:
Fully convolutional one-stage object detection. In IEEE/CVF
International Conference on Computer Vision, pages 9627–
9636, 2019. 2

[50] Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix, Baptiste
Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, et al.
Llama: Open and efficient foundation language models.
arXiv preprint arXiv:2302.13971, 2023. 4



[51] Yuqing Wang, Zhaoliang Xu, Xinlong Wang, Chunhua
Shen, Baoshan Cheng, Hao Shen, and Huaxia Xia. End-
to-end video instance segmentation with transformers. In
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 8741–8750, 2021. 2

[52] Junfeng Wu, Yi Jiang, Song Bai, Wenqing Zhang, and Xiang
Bai. Seqformer: Sequential transformer for video instance
segmentation. In European Conference on Computer Vision,
pages 553–569. Springer, 2022. 2, 3, 6, 7

[53] Yusong Wu, Ke Chen, Tianyu Zhang, Yuchen Hui, Taylor
Berg-Kirkpatrick, and Shlomo Dubnov. Large-scale con-
trastive language-audio pretraining with feature fusion and
keyword-to-caption augmentation. In IEEE International
Conference on Acoustics, Speech and Signal Processing,
pages 1–5. IEEE, 2023. 2

[54] Guangxuan Xiao, Yuandong Tian, Beidi Chen, Song Han,
and Mike Lewis. Efficient streaming language models with
attention sinks. In International Conference on Learning
Representations, 2023. 6

[55] Linjie Yang, Yuchen Fan, and Ning Xu. Video instance seg-
mentation. In IEEE/CVF International Conference on Com-
puter Vision, pages 5188–5197, 2019. 2, 3, 4, 6, 1

[56] Qi Yang, Xing Nie, Tong Li, Pengfei Gao, Ying Guo, Cheng
Zhen, Pengfei Yan, and Shiming Xiang. Cooperation does
matter: Exploring multi-order bilateral relations for audio-
visual segmentation. In IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 27134–27143, 2024.
1, 3, 6, 7, 5

[57] Shusheng Yang, Yuxin Fang, Xinggang Wang, Yu Li, Chen
Fang, Ying Shan, Bin Feng, and Wenyu Liu. Crossover
learning for fast online video instance segmentation. In
IEEE/CVF International Conference on Computer Vision,
pages 8043–8052, 2021. 2

[58] Shusheng Yang, Xinggang Wang, Yu Li, Yuxin Fang, Jiemin
Fang, Wenyu Liu, Xun Zhao, and Ying Shan. Temporally
efficient vision transformer for video instance segmentation.
In IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 2885–2895, 2022. 2, 6, 7

[59] Jiarui Yu, Haoran Li, Yanbin Hao, Jinmeng Wu, Tong Xu,
Shuo Wang, and Xiangnan He. How can contrastive pre-
training benefit audio-visual segmentation? a study from su-
pervised and zero-shot perspectives. In British Machine Vi-
sion Association, pages 367–374, 2023. 7, 2, 4

[60] Tao Zhang, Xingye Tian, Yu Wu, Shunping Ji, Xuebo Wang,
Yuan Zhang, and Pengfei Wan. Dvis: Decoupled video in-
stance segmentation framework. In IEEE/CVF International
Conference on Computer Vision, pages 1282–1291, 2023. 2,
6, 7

[61] Youcai Zhang, Xinyu Huang, Jinyu Ma, Zhaoyang Li,
Zhaochuan Luo, Yanchun Xie, Yuzhuo Qin, Tong Luo,
Yaqian Li, Shilong Liu, et al. Recognize anything: A strong
image tagging model. In IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pages 1724–1732,
2024. 3, 4

[62] Yang Zhao, Zhijie Lin, Daquan Zhou, Zilong Huang, Jiashi
Feng, and Bingyi Kang. Bubogpt: Enabling visual ground-
ing in multi-modal llms. arXiv preprint arXiv:2307.08581,
2023. 7, 3, 4

[63] Jinxing Zhou, Liang Zheng, Yiran Zhong, Shijie Hao, and
Meng Wang. Positive sample propagation along the audio-
visual event line. In IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 8436–8444, 2021. 1

[64] Jinxing Zhou, Dan Guo, and Meng Wang. Contrastive pos-
itive sample propagation along the audio-visual event line.
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, 45(6):7239–7257, 2022. 1

[65] Jinxing Zhou, Jianyuan Wang, Jiayi Zhang, Weixuan Sun,
Jing Zhang, Stan Birchfield, Dan Guo, Lingpeng Kong,
Meng Wang, and Yiran Zhong. Audio–visual segmentation.
In European Conference on Computer Vision, pages 386–
403. Springer, 2022. 1, 3, 4

[66] Jinxing Zhou, Dan Guo, Ruohao Guo, Yuxin Mao, Jingjing
Hu, Yiran Zhong, Xiaojun Chang, and Meng Wang. Towards
open-vocabulary audio-visual event localization. arXiv
preprint arXiv:2411.11278, 2024. 1

[67] Jinxing Zhou, Dan Guo, Yuxin Mao, Yiran Zhong, Xiaojun
Chang, and Meng Wang. Label-anticipated event disentan-
glement for audio-visual video parsing. In European Con-
ference on Computer Vision, pages 35–51. Springer, 2024.

[68] Jinxing Zhou, Dan Guo, Yiran Zhong, and Meng Wang. Ad-
vancing weakly-supervised audio-visual video parsing via
segment-wise pseudo labeling. International Journal of
Computer Vision, 132(11):5308–5329, 2024. 1

[69] Jinxing Zhou, Xuyang Shen, Jianyuan Wang, Jiayi Zhang,
Weixuan Sun, Jing Zhang, Stan Birchfield, Dan Guo, Ling-
peng Kong, Meng Wang, et al. Audio-visual segmentation
with semantics. International Journal of Computer Vision,
pages 1–21, 2024. 1, 3, 4

[70] Xizhou Zhu, Weijie Su, Lewei Lu, Bin Li, Xiaogang Wang,
and Jifeng Dai. Deformable detr: Deformable transformers
for end-to-end object detection. In International Conference
on Learning Representations, 2021. 5


	Introduction
	Related Work
	Video Instance Segmentation
	Audio-Visual Segmentation

	New Task
	Problem Definition
	Evaluation Metrics

	Dataset
	Baseline Model
	Audio-Visual Representation
	Frame-Level Sound Source Localizer
	Video-Level Sounding Object Tracker
	Training Loss

	Experiment
	Main Results
	Evaluations on Multi-modal Large Models
	Ablation Studies

	Conclusion
	Overview
	Evaluation Metrics
	mAP: mean Average Precision
	HOTA: Higher Order Tracking Accuracy
	FSLA: Frame-level Sound Location Accuracy

	Implementation Details
	More Ablation Studies
	Details of Multi-modal Large Models
	Sam4AVS
	BuboGPT
	PG-Video-LLaVA
	AL-Ref-SAM 2

	More Qualitative Results
	Failure Cases
	Future Works

