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Supplementary Material

In the supplementary materials, we provide more details

on dataset construction, along with the experimental train-

ing and testing processes. Additionally, we discuss further

experimental findings and future work, concluding with an

overview of the Licensing, Hosting, and Maintenance Plan,

as well as the Datasheet.

1. Dataset Details

1.1. Query Analysis

We construct a word cloud in Fig. 1a that removes stop

words. The word cloud displays the most frequently occur-

ring words and reveals the primary intention and key topics

of retrieval. Fig. 1b presents a sunburst diagram depicting

the distribution of the first four words in the queries. The

diagram reveals that queries frequently begin with words

such as “retrieve”, “find”, and “search”, which indicates

the intention of information retrieval. The outer ring of the

sunburst provides even more granular details, likely repre-

senting specific topics or types of information being sought,

such as “documents”, “emails”, and “memos”.

(a) (b)

Figure 1. Query Analysis. (a) Word cloud of queries after remov-

ing stop words. (b) Distribution of first four words in queries in

the NL-DIR dataset.

To extract more descriptive words, we process the

queries using spacy’s NER module to extract adjectives and

nouns. The query length distribution, shown in Fig.2, is

concentrated between 3 and 9 words.

1.2. Collection Details of the NLDIR Dataset

Initially, we attempt to build the Natural Language-Based

Document Image Retrieval (NL-DIR) dataset by utilizing

existing information retrieval datasets by rendering the doc-

uments into images. However, these images often fail to

reflect the distribution of real-world documents. Therefore,

we decide to construct the dataset by generating the corre-

sponding queries.

         
    

    

    

    

    

    

    

    

    

 
  

  
   

   
  
   

   
 
 

                                         

Figure 2. Query length distribution after NER processing.

We conduct extensive research and find datasets with a

large scale of document images and relatively good OCR

results. “Relatively good OCR results” refers to commer-

cial OCR systems compared to the open-source Tesseract

OCR. Finally, some images from DocVQA [10] and OCR-

IDL [2] are sampled to build the dataset. This allows us

to obtain real-world document images with relatively good

layout and content information as mentioned in the main

paper. For OCR-IDL [2], we collect and use the first page

of its PDF files as a default choice, which contains richer se-

mantic content. The subsequent construction process can be

found in the main paper. In the following part, we also pro-

vide the prompts used in the query generation and filtering

processes, as well as the standards for manual verification.

1.3. Scoring Models and Manual Verification

The scoring models used to pre-score the ten generated

queries include a large language model (ChatGPT [11]),

a multimodal large vision-language model (Qwen-VL-Plus

[1]), and two contrastive models (CLIP [12] and BLIP [8]).

The large language model (LLM) enables more effective

analysis of the query content when combined with the OCR

text, while the large vision-language model (LVLM) incor-

porates some visual elements from the document images for

scoring. The final two models, which have undergone ex-

tensive pre-training on cross-modal image-text alignment,

provide a preliminary score based on the degree of similar-

ity between the text query and the document image. We

collect and assign the aforementioned scores to the corre-

sponding queries for each image.

By designing and providing a visualization interface as

Fig. 3, we display each image, the queries, and their scores

for human verification. During the human verification pro-

cess, we first remove damaged document images and inap-

propriate queries. The reserved pairs are filtered based on



Figure 3. Visualization for manual verification.

the above scores and query quality, ensuring that queries are

as strongly related to the current image as possible. Then

the annotators are asked to filter out ambiguous queries and

images as much as possible.

Specifically, for document images, we will remove those

with significant quality degradation or very low informa-

tion content. For queries, we apply filtering rules to exclude

those containing specific characters, such as queries that in-

clude “UCSF” or the original document source information.

When both document images and queries are involved, we

use the filtering methods mentioned in the body of the text

to filter them accordingly.

To alleviate data bias, we strive to ensure consistent

query quality across different document categories during

manual filtering. Finally, through these two processes, we

obtain a high-quality, fine-grained NL-DIR dataset.

1.4. Visualized Examples of NLDIR

This section presents examples and analysis of the five most

common types of document images and their corresponding

query statements. As shown in Fig. 4, Fig. 5, Fig. 6, Fig. 7,

and Fig. 8, the vocabulary related to document images is

labeled with different colors in each query, showing the di-

versity of generated queries.

Queries:

1.Retrieve documents discussing the effectiveness of free 

sample promotions via mail for various tobacco brands, 

emphasizing results and consumer response.

2.Retrieve documents discussing the appropriateness of 

introducing a menthol companion product in relation to the 

current sales status of CARLTON.

3.Search for documents discussing the role of consumer 

curiosity and potential fraud in response to free sample 

promotions.

4.Search for documents evaluating the value of offering free 

samples through mail-in coupons for established brands 

versus new products.

5.Find documents analyzing the impact of different 

promotional strategies on sales, particularly focusing on the 

success rates of newspaper ad campaigns with mail-in 

coupons.

Figure 4. Letter: when the textual information is abundant and

there is relatively little structured information, the corresponding

five queries mainly focus on understanding the content of the en-

tire image.

Queries:

1.Gather insights from the World Health Conference, U.S. 

scientific community, and FTC viewpoints on CO in 

cigarette smoking.

2.Explore the regulatory status of CO in cigarettes in 

European countries and its implications for the U.S., 

focusing on trending aspects.

3.Seek details about the timing of FTC publicity and 

published listing of CO content by brand, as mentioned in 

the document.

4.Discuss the consideration of future FTC-published CO 

content listings by brand in the current 'tar' lowering program 

for established brands, as per TD minutes.

5.Explore recommended next steps by RGD, particularly 

focusing on optimizing approaches towards lower CO and 

tar content.

Figure 5. Report: if the document image contains entries, the

query is likely to be finely granular in its focus, with varying focus

for each entry.

Queries:

1.Retrieve documents from The Tobacco Institute, Inc. files 

discussing regulatory proposals affecting cigarette 

advertising.

2.Search for documents dated September 4, 1970, discussing 

informational memorandums related to cigarette advertising 

regulations.

3.Locate documents containing information about the 

missing item from December 17, 1959, within the files of 

The Tobacco Institute, Inc.

4.Retrieve documents mentioning "THE TOBACCO 

INSTITUTE. INC." with emphasis on its location and 

contact details.

5.Find documents discussing FTC's proposal on tar-nicotine 

in cigarette advertising, particularly focusing on Mrs. 

Duffin's summary.

Figure 6. Memo: it can be observed that the query will mine and

search for some unique information within the document.

Queries:

1.Locate documents detailing the composition of Standard 

MORE blend, including casing and processing information.

2.Retrieve documents related to tobacco product test 

information with specific details on Reduced Sidestream

classification.

3.Find documents concerning Test No. L-10,188 including 

information on date requested and authorship.

4.Retrieve documents referencing RUAT Form 1198-Rev. 

7/74 in the context of tobacco product testing.

5.Search for documents citing Hal E. Guess/vl as the 

regulator or classifier of tobacco product tests.

Figure 7. Form: in the context of form images, greater emphasis

is placed on the querying of the names and contents of different

fields within the form.

2. Experimental Details

2.1. Recall and ReRanking Setting

Recall stage. In the zero-shot setting, for Contrastive

VLMs, we directly extract their original visual represen-



Queries:

1.Look for documents discussing policies and practices 

related to the exchange of information, with an emphasis on 

transparency and user empowerment.

2.Search for documents explaining policies and procedures 

related to sales and transactions, including information on 

available choices and options.

3.Explore documents concerning the handling of damages 

and concerns, with a focus on policy statements and 

procedures for resolution.

4.Look for materials detailing access procedures and 

guidelines, especially those pertaining to parties' ability to 

access specific areas and information.

5.Explore materials discussing the provision of information 

and choices, focusing on services offered and available 

options for users.

Figure 8. Document: when the document image is rich in textual

information, the query will be constructed to analyze the document

as a whole and summarise its content.

tations. In contrast, for Generative VDU models, we take

the final output from each visual encoder and perform mean

pooling to obtain the visual representation. Both represen-

tations are stored in the FAISS vector library 1. During

the extraction process for Generative VDU models, we also

attempt to use the entire VLM to extract representations

from the final output of the language layer as visual fea-

tures. However, the retrieval performance is similar to that

of directly extracting the visual encoder’s representations,

but the process take significantly longer. Therefore, we do

not discuss this approach further. The dot product is then

utilized to query the document image representation in the

vector library, ultimately yielding zero-shot results.

In the fine-tuning setting, we use LoRA [5] to fine-tune

the text encoders (i.e., CLIP [12] and BLIP [8]), with pa-

rameters set to r = 8 and lora alpha = 16. After fine-

tuning, we align these encoders with various VDU models.

Linear layers are employed to fine-tune the mean pooling

features, consisting of two layers with a residual connection

that maps the original feature dimensions to 512. We also

attempt to fine-tune both visual and text encoders simulta-

neously using LoRA; however, this approach not only sig-

nificantly increase training time but also lead to a decrease

in retrieval efficiency.

For SigLIP [13], we directly utilize its original model

structure and apply LoRA to fine-tune both the text and vi-

sual encoders with parameters set as r = 32, lora alpha =

32, weight decay = 1 × 10−4, warmup steps = 2.5%,

lr = 5 × 10−5. With a batch size of 32, fine-tuning for

10 epochs yields the best recall retrieval result.

Re-ranking stage. We conduct a comparison with con-

temporaneous models, such as DSE [9] and ColPali [3],

which utilize large visual-language models to encode

queries and images. Considering factors like encoding time,

1https://github.com/facebookresearch/faiss

storage space, retrieval efficiency, and training costs, we test

these models in zero-shot setting.

During the fine-tuning of the re-ranker, we primarily fo-

cus on the models that perform well in the recall stage. We

use several models that have original cross-attention mod-

ules, specifically BLIP-ITM [8] and Pix2Struct-base [7], or

incorporate additional cross-attention for fine-tuning. For

the pre-trained BLIP-ITM model, we fine-tune its language

module directly. In the case of Pix2Struct-base, we add an

additional ITM head and fine-tune the language module ac-

cordingly. For models with additional cross-attention, we

enable interactions between the original fine-grained fea-

tures to improve re-ranking results. The fine-tuning pa-

rameters for these models are set as follows: r = 32,

lora alpha = 32, lr = 1× 10−3 (lr = 1× 10−4 for LoRA),

weight decay = 1 × 10−4. The optimizer follows a cosine

decay schedule with Tmax = 10 and ηmin = 1 × 10−5, and

we use a batch size of 8.

In the future, we will release the dataset with its con-

struction code, evaluation code, model code, and weights to

facilitate reproducibility for researchers.

2.2. Case Analysis

To better observe the results of fine-grained interactions

during the re-ranking stage, we use the attention scores from

the query and key in the cross-attention module to visualize

the interactions between the query and the images. We ag-

gregate the attention scores for each token in the query and

superimpose the heatmap on top of the original image, al-

lowing us to identify the regions in the image that are most

relevant to the query.

The query corresponding to the image below is: “Re-

trieve documents from B. P. Horrigan regarding SALEM

Lights 100 tar level developments.” As seen in Fig. 9, the

areas related to ”SALEM Lights 100 tar level develop-

ments” are prominently displayed. This indicates that the

re-ranking stage has a certain degree of fine-grained match-

ing and scoring capability, allowing for a more effective re-

ranking of the original results.

Query: 

“Retrieve documents from 
B. P. Horrigan regarding 

SALEM Lights 100 tar 

level developments.”

Original image Heatmap superimposed image

Figure 9. Visualization of cross-attention in the re-ranking stage.

https://github.com/facebookresearch/faiss


3. Additional Experimental Analysis

To assess the generalization of models trained on our dataset

to other tasks, we evaluate their performance on a down-

stream document classification task. As shown in Tab.1,

we compare the zero-shot classification results of the orig-

inal and trained SigLIP models on the RVL-CDIP and To-

bacco3482 datasets, demonstrating the effectiveness of our

approach in improving document representation learning.

Table 1. Zero-shot comparison of original and trained Model.

Dataset Original Trained

RVL-CDIP[4] 7.43 10.74

Tobacco3482[6] 44.57 55.92

Recent LVLMs, such as InternVL2-2B and Qwen2-VL-

2B, have demonstrated strong document understanding ca-

pabilities. We leverage these models to generate content

summaries for document images using the prompt: “Please

describe the document image.” The generated descriptions

serve as retrieval queries, which we then encode using the

BGE model for document retrieval. As shown in Tab.2,

the retrieval performance of these caption-based queries is

comparable to that of OCR-IR. However, similar to OCR-

IR, generating content summaries requires significant com-

putational resources and time.

Table 2. Comparison with models as image-captioners (CAP-IR).

Metric InternVL2-2B Qwen2-VL-2B OCR-IR Ours

Recall@1 52.83 47.31 52.72 81.03

Recall@10 71.63 68.07 72.16 94.17

MRR@10 53.90 59.02 58.85 85.68

To gain deeper insights into the retrieval performance

across different document categories, we further analyze the

re-ranked retrieval results. As shown in Tab.3, we report

the retrieval performance and the number of queries for five

representative document categories.

Table 3. Retrieval performance on five representative categories.

Category Letter Report Memo Form Document

Query nums 3675 1760 1520 1180 1175

Recall@1 83.10 82.67 87.50 73.64 89.62

Recall@10 93.88 95.80 94.61 94.66 97.96

MRR@10 86.86 87.37 89.92 81.33 92.98

4. Future Work

This study presents a preliminary exploration of document

image retrieval, offering valuable insights into dataset con-

struction and model optimization. However, as research

progresses, several key directions warrant further investi-

gation and improvement.

First, large-scale training data and the powerful repre-

sentational capacity of LVLMs have enabled state-of-the-

art retrieval performance in the recall stage. However, these

models often incur significant computational and memory

costs, raising concerns about efficiency. Currently, there is

a lack of alignment models specifically designed for high-

resolution document images and rich textual content. Ef-

fective cross-modal representation alignment facilitates the

mapping of image and text information into a shared vector

space, thereby enhancing fine-grained understanding and

retrieval performance. This can help bridge the gap be-

tween cross-modal document image retrieval and purely

text-based retrieval using OCR. Future research should fo-

cus on designing more efficient and compact models opti-

mized for high-resolution document images and their tex-

tual content while improving image-text alignment. Fur-

thermore, with advancements in generative models, the in-

tegration of cross-attention mechanisms with generative un-

derstanding models holds great potential. However, signif-

icant room remains for experimentation and improvements

in the re-ranking stage. Despite the progress made in docu-

ment image retrieval, a critical future direction lies in tightly

integrating fine-grained generative understanding capabili-

ties with the practical demands of document image retrieval.

Second, as document retrieval technology evolves, real-

world applications often require retrieving multi-page docu-

ments. This necessitates models capable of processing and

understanding multi-page document images while captur-

ing long-range contextual dependencies. Additionally, there

is a growing need for fine-grained paragraph-level retrieval.

Currently, retrieval units in this study are typically single-

page documents, and the models lack precise paragraph-

level localization, which can impact retrieval accuracy in

certain scenarios. Future research should explore long-

document modeling for multi-page documents and precise

paragraph-level localization. This is not only crucial for im-

proving retrieval accuracy but also provides broader appli-

cations in document analysis and search systems.

In summary, future advancements in document image re-

trieval will focus on overcoming computational and mem-

ory efficiency bottlenecks, enhancing the ability to capture

long-document information, and improving paragraph-level

retrieval precision. As technology advances and application

scenarios expand, document image retrieval is expected to

play an increasingly vital role in improving information ac-

cess efficiency and enhancing user experience.

5. Prompt Design

In this section, we provide the prompts used in the query

generation and filtering processes, as shown in Table Tab. 4.

6. Licensing, Hosting and Maintenance Plan

Author Statement. We bear all responsibilities for the li-

censing, distribution, and maintenance of our dataset.



License. NL-DIR is under CC-BY-NC-SA 4.0 license.

Hosting. NL-DIR can be viewed and downloaded

on huggingface at https://huggingface.co/

datasets/nianbing/NL-DIR. Prior to the publica-

tion of the article, we typically present a selection of il-

lustrative samples, after which we will release the entire

dataset. We assure its long-term preservation for future ref-

erence and use. The annotations for retrieval queries are

provided in the JSON file format, while the raw pictures are

available in the PNG format.

We do not hold any copyright for the document images;

the copyrights belong to the UCSF Industry Documents Li-

brary and the document authors. For user convenience, we

provide a download method for these document images,

provided users agree that the data is only used for research

purposes and not for commercial purposes. If copyright

holders request the deletion or modification of certain im-

ages, we will hide or delete key information in the images

to minimize the impact on the query. If the retention of

images is not allowed, we will retain the query data and

provide metadata for the corresponding images.

The Croissant metadata record is stored in https:

//huggingface.co/datasets/nianbing/NL-

DIR-sample/blob/main/croissant.json.

Metadata. Metadata can be found at https : / /

huggingface.co/datasets/nianbing/NL-DIR.

7. Datasheet

7.1. Motivation

For what purpose was the dataset created?

Answer: NL-DIR establishes a fine-grained se-

mantic retrieval dataset and benchmark for document im-

ages in real-world scenarios, which evaluates the retrieval

performance of existing contrastive vision-language mod-

els (VLMs) and generative visual document understanding

(VDU) models. NL-DIR provides an evaluation of existing

models for document image understanding and cross-modal

dense representation. As far as I know, NL-DIR is the first

comprehensive benchmark for fine-grained document im-

age semantic retrieval.

7.2. Composition

What do the instances that comprise the dataset repre-

sent? (e.g., documents, photos, people, countries)

Answer: Each instance represents a document image

and five fine-grained semantic queries in our dataset. The

document image is a PDF screenshot collected from UCSF

Industry Documents Library 2 in PNG format. The query

2https://www.industrydocuments.ucsf.edu

is generated by LLM and then stored in a JSON file after

being scored and manually filtered by a scoring model.

How many instances are there in total (of each type,

if appropriate)?

Answer: We collected a total of 41,795 document

images, each corresponding to five queries. The specific

dataset statistics can be found in the main paper.

Does the dataset contain all possible instances or is it

a sample (not necessarily random) of instances from a

larger set?

Answer: We collect over 60K document images

from the Industry Documents Library. The corresponding

layout text information is extracted from the annotations

of DocVQA [10] and OCR-IDL [2], which use Microsoft

OCR and Amazon Textract respectively as OCR engines.

Is there a label or target associated with each in-

stance?

Answer: Yes, for each document image, we generate

and filter five queries.

Is any information missing from individual in-

stances?

Answer: All instances are complete.

Are relationships between individual instances made

explicit (e.g., users’ movie ratings, social network links)?

Answer: Some instances may have similar images or

queries, but when filtering, we try to ensure a strong corre-

lation between queries and images as much as possible.

Are there recommended data splits (e.g., training, de-

velopment/validation, testing)?

Answer: Yes, we have done a reasonable split of

the NL-DIR dataset, which is reflected in the already split

JSON file, we will make all JSON files public after the pub-

lication.

Are there any errors, sources of noise, or redundan-

cies in the dataset?

Answer: No.

Is the dataset self-contained, or does it link to or oth-

erwise rely on external resources (e.g., websites, tweets,

other datasets)?

Answer: All data will be publicly accessible in the

dataset repository. Our annotations will be stored in JSON

format.

Does the dataset contain data that might be consid-

ered confidential?

Answer: No.

Does the dataset contain data that, if viewed directly,

might be offensive, insulting, threatening, or might oth-

erwise cause anxiety?

Answer: No.

7.3. Collection Process

The data collection process is described in the main paper

and supplementary materials.

https://huggingface.co/datasets/nianbing/NL-DIR
https://huggingface.co/datasets/nianbing/NL-DIR
https://huggingface.co/datasets/nianbing/NL-DIR-sample/blob/main/croissant.json
https://huggingface.co/datasets/nianbing/NL-DIR-sample/blob/main/croissant.json
https://huggingface.co/datasets/nianbing/NL-DIR-sample/blob/main/croissant.json
https://huggingface.co/datasets/nianbing/NL-DIR
https://huggingface.co/datasets/nianbing/NL-DIR
https://www.industrydocuments.ucsf.edu


7.4. Uses

Has the dataset been used for any tasks already?

Answer: Yes, NL-DIR has been used to evaluate the

cross-modal retrieval capabilities of as many as 9 different

models.

What (other) tasks could the dataset be used for?

Answer: NL-DIR is mainly used for the evaluation

of the cross-modal retrieval capability of document-related

visual and language models.

Is there a repository that links to any or all papers or

systems that use the dataset?

Answer: No.

Is there anything about the composition of the

dataset or the way it was collected and prepro-

cessed/cleaned/labeled that might impact future uses?

Answer: The document images we collected are all

from IDL, and the corresponding OCR information is from

DocVQA and OCR-IDL. The query generation and filtering

methods have been provided in the main paper. However,

we will do our best to maintain the dataset if the copyright

holder requests the removal of certain data in the future.

Are there tasks for which the dataset should not be

used?

Answer: No

7.5. Distribution

Will the dataset be distributed to third parties outside

of the entity (e.g., company, institution, organization) on

behalf of which the dataset was created?

Answer: Yes. The benchmark is publicly available on

the Internet.

How will the dataset will be distributed (e.g., tarball

on website, API, GitHub)?

Answer: The benchmark is available on Hugging-

face at https://huggingface.co/datasets/

nianbing/NL-DIR.

Will the dataset be distributed under a copyright or

other intellectual property (IP) license, and/or under ap-

plicable terms of use (ToU)?

Answer: CC-BY-NC-SA 4.0.

Have any third parties imposed IP-based or other re-

strictions on the data associated with the instances?

Answer: No.

Do any export controls or other regulatory restric-

tions apply to the dataset or to individual instances?

Answer: No.

7.6. Maintenance

Who will be supporting/hosting/maintaining the

dataset?

Answer: The authors will be supporting, hosting, and

maintaining the dataset.

How can the owner/curator/manager of the dataset

be contacted (e.g., email address)?

Answer: Please contact the one of the authors (guo-

hao2022@iie.ac.cn, qinxugong@njust.edu.cn).

Is there an erratum?

Answer: No. We will make announcements if there

are any.

Will the dataset be updated (e.g., to correct labeling

errors, add new instances, delete instances)?

Answer: Yes. We will post a new update in https:

//huggingface.co/datasets/nianbing/NL-

DIR if there is any.

If the dataset relates to people, are there applicable

limits on the retention of the data associated with the

instances (e.g., were individuals in question told that

their data would be retained for a fixed period and then

deleted)?

Answer: People’s information may appear in the ref-

erence images. People may contact us to exclude specific

data instances if they appear in the reference images.

Will older versions of the dataset continue to be sup-

ported/hosted/maintained?

Answer: Yes. Old versions will also be

hosted in https://huggingface.co/datasets/

nianbing/NL-DIR-sample

If others want to extend/augment/build on/contribute

to the dataset, is there a mechanism for them to do so?

Answer: Yes, according to our dataset construction

method, if the data is compliant and reasonable, expanding

the dataset is allowed.

https://huggingface.co/datasets/nianbing/NL-DIR
https://huggingface.co/datasets/nianbing/NL-DIR
https://huggingface.co/datasets/nianbing/NL-DIR
https://huggingface.co/datasets/nianbing/NL-DIR
https://huggingface.co/datasets/nianbing/NL-DIR
https://huggingface.co/datasets/nianbing/NL-DIR-sample
https://huggingface.co/datasets/nianbing/NL-DIR-sample


Table 4. The prompts used in the query generation and filtering processes.

Model Template

Generate ChatGPT [11]

You are an expert who can use image’s OCR to generate a query for retrieval. More

specifically, you will obtain the following content:

1. Instruction: A statement used to describe specific task details.

2. Layout-aware OCR Document: Text extracted from an image and arranged according to

to the layout when it appears in the image to maintain the relative position

between the texts appearing in the image. You need to understand the document layout

with the help of spaces and line breaks in the document.

NOW YOU TURN:

Instruction: You need to generate ten different layout-related queries that cover

all the different aspects of the entire document as much as possible.

These queries are used for retrieving layout-aware documents based on the above

conditions and the following. A query cannot be a simple and detailed description,

but should express the purpose of the search.

Layout-aware OCR Document : {document}

Queries:

Score
ChatGPT [11]

Here are ten queries used to retrieve image documents, and we would like to request

your feedback on the quality of the queries.

Please rate the quality of the ten given queries based on the content of the Layout

-aware OCR Document. Each query receives a score of 0 to 10, with higher scores

indicating higher quality.

Layout-aware OCR Document: {document}

Queries: {queries}

Please provide a comprehensive explanation of your evaluation to avoid any potential

biases.

Output format:

Scores:

Reasons:

Qwen-VL-Plus [1]

You are an expert in using images and their OCR text to score queries for retrieval.

Here are ten queries used to retrieve image documents, and we would like to request

your feedback on the quality of the queries.

Please rate the quality of the ten given queries based on the content of the Layout

-aware OCR Document and the document image. The document image, from which you can

obtain some visual elements that are not included in the Layout-aware OCR Document.

Each query receives a score of 0 to 10, with higher scores indicating higher quality.

Layout-aware OCR Document: {document}

Queries: {queries}

Please provide a comprehensive explanation of your evaluation to avoid any potential

biases.

Output format:

Scores:

Reasons:
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